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OPTIMAL CONTROL OF STOCHASTIC NON-LINEAR MODELS 

Introduction 

The use of large macroeconometric models has become central to the policy work 

of many national and international agencies. The models are not only complex 

in terms of their size but are also invariably non - linear. Using such a model 

in policy formulation leads inevitably towards specifying a set of objectives 

and trying to meet these obj ectives as closely as possible. The natural 

formal framework in which to characterise this procedure is clearly that of 

optimal control (see for example Fair (1984) which summarises a great deal of 

work in this area or Chow (1975)). Econometric models are however by their 

very nature stochastic and when they are also non - linear the solution to the 

deterministic control problem may differ substantially from the solution to 

the stochastic problem. 

It is now almost ten years since the Report of the Committee on Policy 

Optimisation (1978) (the Ball Report) appeared. During that period the use 

of optimal control techniques has become more widespread and a considerable 

research effort has been made towards overcoming some of the difficulties 

identified in the Ball report. In particular, three main obj ections were 

made to the use of control techniques: the uncertainty which exists as to the 

correct specification of the economic model, the problem of identifying a 

suitable objective function, and the difficulty of formulating policy when the 

economy is made up of rational agents who alter their behaviour as the policy 

changes. The problem raised by rational agents has been the subject of an 

enormous body of literature over recent years - indeed it has even given rise 

to whole new areas of debate, such as the time inconsistency and credibility 

debates. There has been less obvious progress as to the correct 

specification of appropriate objective functions, but this is perhaps more an 

area where experience is needed rather than new techniques and theoretical 

insights, and experience of conducting optimal control exercises has grown 

enormously. In our view the main remaining objection to the use of optimal 

control in practical policy formulation now lies in the uncertainty over the 

true structure of the economy. It seems unlikely that economists will reach 

a consensus as the the true model of the economy in the near future, and even 

if such a consensus were reached there would still be some uncertainty 

attached to the model in the form of stochastic parameters and error terms. 

There is therefore a need for a practical procedure which would allow optimal 

control techniques to be extended to stochastic non - linear models. 
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This problem has been addressed by Chow (1976) from a theoretical standpoint, 

and he outlines an algorithm which calculates optimal control rules for 

stochastic non-linear models. The Chow algorithm, in essence, works by 

iterating over a number of linearisations of the stochastic model, using 

standard dynamic control theory to optimise the stochastic linearised model at 

each iteration. The key feature of the algorithm is that it is the 

stochastic model which is linearised, not the deterministic model. To 

linearise a large stochastic model once would be enormously difficult and to 

include this as part of an iteration procedure would be an order of magnitude 

more complex, and as far as we know the Chow (1976) algorithm has never been 

implemented in its full form. A few applications exist of stochastic optimal 

control of fairly small models (eg Bray (1975» but this work has generally 

proceeded by 1 inearis ing the determinis tic model rather than the full 

stochastic model. These applications then tend to produce solutions close to 

the deterministic solution (as we would expect) indeed if they were 

performed using fixed parameters and only error term uncertainty this 

algorithm converges on the deterministic solution. 

There have been two other areas of development in applied work which 

contribute towards the development of optimal control techniques for 

stochastic non-linear models, although they both offer only a partial answer 

to the problem. Some studies have been undertaken which allow across model 

optimisation exercises to be carried out (see Becker et al (1986) or Hall and 

Henry (1988) for examples). This approach recognises that we are uncertain 

as to which of a range of models may truly represent the real world and so 

optimisation is carried out subject to a range of models weighted together. 

This approach is useful when we are faced with a small range of discrete 

a lternatives but it is not a practical way of dealing with general 

uncertainty: indeed it cannot even allow for the stochastic terms in a single 

non-linear model. The other approach is to derive simple, supposedly robust, 

feedback rules for use in policy formulation (see for example Currie and 

Levine (1985), Taylor (1985), Vines, Maciejowski and Meade (1983) and Edison, 

Miller and Williamson (1988» . These simple rules are not generally optimal 

feedback rules, although their parameters may sometimes be chosen using an 

optimal control technique. This means that the use of a simple rule must 

inevitably lead to a loss in overall economic performance relative to the full 

optimal policy. The claim of robustness, which is often made, has no strong 

theoretical foundation. The full optimal feedback rule is not robust to 

changes in model structure, and there is no reason why a simple rule should be 

any more robust except that it may be so inefficient that a changing model 

structure has no real effect on it. 
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There is therefore a need for a practical algorithm to calculate optimal 

control solutions for a non-linear stochastic model directly. The purpose of 

the paper is to propose a new technique which combines the approach of 

stochastic simulation with standard optimal control techniques to produce an 

algori thm which allows such calculations. Section 2 of the paper will 

outline the algorithm and contrast it with an existing approach. Section 3 

will present an illustration of the approach using the large forecasting model 

of the Bank of England. 

2 The Algorithm 

Suppose we define the solution of a non-linear model to be 

fi (Y, X, 0, A, e) o i 1, N (1) 

where Y is a vector of N endogenous variables, X is a vector of M exogenous 

variables, 0 represents the variance covariance matrix of the parameters A and 

the error terms e. If we define y* to be the solution to (1) subject to the 

stochastic parameters and error term then we may define 

E (fi (Y*, X, 0, A, e» o i 1, N (2) 

and y* will be the mathematical expectation of Y. 

" 

The deterministic solution to the model may be defined as Y where, 

" 

fi (Y, X, 0, E(A), 0) o i 1, N (3) 

That is the variance covariance matrix of the parameters are set to zero and 

the error terms take their mean value, which is assumed to be zero without 

loss of generality. We know that, when the model is non - linear 

y � y* 

We may extend this framework to include optimal control by splitting the X 

vector into two sections: Z, a vector of exogenous variables and u, a vector 

of control variables. We then only need to specify a suitable obj ective 

function which is to be minimised: for the purposes of exposition we will use 

a conventional quadratic objective function. So let 



n 
E(J) = E (� 

i=l 

- 2 
A. (Y. - Y. ) ) � � � 

4 

(4) 

where Yi is the desired value for variable Yi and (4) is to be minimised 

subject to the model. 

f (Y, Z, u, 0, A, e) o (5) 

with respect to the control variables u. Again without loss of generality, 

we assume a one period time horizon so as to simplify the notation, the multi

period extension is trivial. 

Now we may rewrite (4) in the following way 

N 
E(Y� -2 

E(J) � A. + Y. - 2 Y. Y. ) 
i=l 

� � � � � 

N 
(E(Y�) 

- 2  � A. + Y. - 2 Y E (Y . ) ) 
i=l 

� � � � 

and given that E(Y. ) 
2 

E(Y. ) E(Y. ) + VAR(Y. ) � � � � 
N 

E(J)= � A. (E (Y. ) E(Y. ) + VAR(Y. ) + 
i=l 

� � � � 

"-

-2 
Y. -� 2 Y. E(Y. » � � 

(6) 

(7) 

(8) 

and we may define E(Yi) = Yi + E(di), the expected value of Yi equals the 
"-

deterministic model solution Yi plus the expected deviation of the 

deterministic value from the mean value E(di)' 

gives 

Substituting this into (8) 

N 
E (J) = � 

i=l 

1'\ 1\ 

2 "  
A. (Y. Y. + E(d. ) E(d. ) + 2 Y. E(d. ) + VAR(Y. ) + Y. - 2 Y. Y. � � �  � � � � � � � �  

- 2 Y. E(d. )] � � (9) 

The advantage of (9) over (4) is that the stochastic elements of the solution 

have been isolated in the terms VAR(Yi) and E(di) and we are able to provide 

numerical estimates for both of these terms through the use of stochastic 

simulation. 
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Stochastic simulation is a numerical technique which allow estimates to be 

made of the density function of the endogenous variables of large non-linear 

models. We will not discuss the details of this technique here, a general 

discussion of the approach may be found in Hall and Henry (1988) or Hall 

(1986). The main point of interest here is that stochastic simulation 

provides numerical estimates of both VAR(Yi) and E(di)' This sugges ts a 

solution algorithm which involves iterating between conventional optimal 

control exercises and stochastic simulation exercises to produce a solution to 

the full stochastic optimal control problem. 

following step by step algorithm. 

This might be done by using the 

1 Calculate the optimal solution to the deterministic problem given by (4) 

and (3), let the solution be u*. 

2 Perform a set of stochastic simulation around the base given by u* to 

produce estimates of VAR(Yi) and di i=l, N. 

3 Using these estimates of di and VAR(Yi) we can now minimise (9) subject 

to (3) to produce a new optimal solution u'. If u' is within a 

convergence criteria of u* ( I u' u* 1 < EPS) then stop, if the 

convergence criteria is not met then set u* u' and return to step 2. 

This algorithm will at convergence, still entail a small degree of 

approximation although this will be much less than the usual method of 

producing a linear approximation to the non-linear model. The conventional 

procedure of linearising the deterministic model, discussed in Kendrick (1981) 

would involve producing a linear approximation to the model and then appealing 

to the certainty equivalence theorem to solve the resulting quadratic - linear 

model deterministicly. The problem with this approach is that when the 

obj ective function is quadratic and the parameters are known this procedure 

simply reproduces the deterministic solution. 

We can see the source of the above approximation by noting that in general 

VAR(Yi) and di are both functions of the control variables u. Without loss 

of generality we may simplify the notation by considering an example with only 

one control variable (u) and one state variable Y. Then following the 

notation in (9) we may define 

" 

Y feu) (10) 

VAR(Y) g(u) ( 11) 
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E(d) h(u) (12) 

These terms may then be substituted into (9) to give 

E(J) f(u).f(u) + h(u).h(u) + 2 f(u).h(u) + g(u) + y2 2Y.f(u) 

- 2Y.h(u) (13 ) 

This is now an unconstrained function in u which will be minimised when the 

following FOC is met. 

2f(u)f' + 2h(u) h' + 2 f(u)h' + 2 h(u)f' + g' - 2Yf' - 2Yh' o (14) 

In the algorithm given above during the calculation of the optimal solution 

the partial derivatives g' and h' are set to zero so the solution which is 

calculated will be characterised by 

2f(u) f' + 2h(u) f' - 2Yf' o (15) 

The standard technique of linearising the model would also set h(u)=O and so 

this term would also be lost in the approximation. It must be appreciated at 

this point that h(u), the deviation between the deterministic value of Y and 

its expected value, is of a quite different order of magnitude to g' and h', 

the derivatives of the deviation and the variance with respect to u. For 

most model applications g' and h' are likely to be so small that ignoring them 

is a reasonable approximation to make. However, if it is felt that a 

particular model is so non-linear that this is a damaging assumption then it 

is possible to reduce this level of approximation by estimating simple linear 

approximation for g(u) and h(u): two sets of stochastic simulation could be 

performed for different levels of u and a simple linear function for g(u) and 

h(u) could be calculated. Under normal circumstances however the main effect 

of the stochastic parts of the model will be captured by the term h(u). 

Finally it is perhaps worth noting that the well known certainty equivalence 

theorem can be demonstrated via equation (9) and (14). Certainty equivalence 

states that if the objective function is quadratic and the model is linear 

with normally distributed error terms then the optimal control trajectory for 
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the stochastic problem is identical to the solution to the deterministic 

problem. This can be seen as when the model is 1 inear wi th normally 

distributed error terms then h(u) = g' - h' = 0 and so (14) reduces to 

2f(u) f' - 2Y f' = 0 (16) 

which is identical to the Foe for the deterministic model. 

Feedback Rules and Minimising Variances 

For many forms of applied policy making the possibility of stochastic optimal 

control is itself not a complete answer to the problem of uncertainty. The 

reason for this is that for many purposes we may not simply want to minimise 

the expected value of some objective function but we may also wish to add an 

effect related to the variance of the outcome relative to some baseline. As 

an example, suppose we wish to target a particular level of GDP and have a 

choice of either fiscal policy (in the form of government expenditure) or 

monetary policy (in the form of interest rates) as control variables. This 

is a one target two instrument problem and conventional deterministic control 

techniques will not be able to choose a single policy mix. But if we also 

want to minimise the variance of GDP around its desired level then a unique 

choice of policy instruments can generally be made. Another example where 

the variance is an important consideration is in the calculation of optimal 

feedback rules. Again in this case we might well not only want to hit a 

given target for the state variables but we might also want to minimise the 

variance around the target level. 

We can again use information from stochastic simulation to construct an 

objective function which will make allowance for this effect. In particular 

Hall (l986b) or Fair (1980) gives an algorithm which evaluates the density 

function of a model's simulation properties. That is to say, if we change a 

variable u then the resulting change in Y will have a certain degree of 

uncertainty attached to it, as a simple approximation we may assume that 

LlYi - (oijLluj' (OijLlUj)2) where 0ij is the expected value of the change in Yi 

and 0ij is the standard error of this change. 

We could then augment the standard objective function (4) by terms in the 

variance of Y associated with different control variables. This would have 

the following general form 



E(J) 
N 

E (� 
i=l 

N 
A. (Y. - y.) 2) + B � � � � 

i=l 

v 
� 
j=l 

- 2 (0 . . (u. - u.» �J J J 

8 

(17) 

The first term is the standard one from equation (4) the second term 

represents the variance in the state variables caused by the active use of the 

control variables relative to some base line value u. B is a weighting 

parameter which evaluates the importance of minimising the variance relative 

to the target levels of the state variables. 

If we were using this to calculate simple feedback rules then the control 

variables would be parameters of the feedback rule. In this case an obvious 

value for u would be zero, ie not operating a feedback mechanism. 

The advantage of an objective function of this type is obvious: in standard 

control exercises we often have a selection of control variables which may be 

used which vary enormously in the degree of uncertainty over their effect. 

An obvious example here is direct goverrunent expenditure and interest rate 

policies. In most models the size and the sign of fiscal policies is fairly 

well defined: interest rates on the other hand work through the foreign 

exchange sectors and have an enormous degree of uncertainty attached to them. 

A conventional deterministic control exercise may well exploit the interest 

rate effects of the model to a great extent making no allowance for the degree 

of uncertainty attached to these effects. An objective function of the form 

of (17) would give much more weight to the more certain policy instruments and 

would not therefore tend to exploit the less well determined control variable. 

3 An Application 

To illustrate the technique described above, we give a simple optimal control 

example using the Bank of England's quarterly forecasting model, which is a 

large non - linear econometric model which involves around 600 variables. In 

this example, the obj ective function was constructed so as to penalise 

deviations of the current account of the balance of payments from zero, using 

goverrunent current expenditure on goods and services as the control variable. 

This simplifies both the standard objective function (4) and the extended 

version (9) by setting Yi to zero for all i. Thus, the final three terms in 

(9) are set to zero. 

The version of the Bank model employed is that deposited with the ESRC 

Macroeconomic Modelling Bureau in January 1988, and described in Patterson et 

al (1987), updated by Patterson and Harnett (1988). 
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The time period used in the problem is 1988 Ql to 1990 Q4, using the database 

supplied to the Bureau with the model deposit. The stochastic simulations 

performed in stage 2 of the procedure are run over 500 replications, using the 

method of McCarthy (1972) to generate the random shocks to the residuals. 

Chart 1 shows the outcome for the target variable. After some variation in 

the first two quarters, the original optimal control solution u* settles down 

to track the target value of 0 quite closely. However, the mean of the 

stochastic simulation around this base E(u*) deviates quite markedly from the 

target value in both the early and late quarters of the solution period. 

The effect of including di and Var (Yi) in the objective function for the 

second round optimal control solution u' is to produce an ' offset' for the 

deviation between u* and E(u*), so that the solution path deviates from the 

target value in the early and late quarters in the opposite direction to 

E(u*). When a stochastic simulation is performed around u', the mean E(u') 

track the target solution well throughout the solution period. No further 

rounds of the procedure were found to be necessry. 

squared errors for the four solution paths. 

Table 1 

Solution u* 

RMSE 19. 78 

E(u*) 

70.77 

u' 

78.45 

E(u' ) 

11.23 

Table 1 shows root mean 

Chart 2 shows the time paths for the control variable (in deviations from 

base). As can be seen, the amendments to this path to generate u' as opposed 

to u* are quite small in this case compared to the overall deviation from 

base. 

This example illustrates two important points; the deviation caused by the 

non - linearities in the model is quite important in the sense that while the 

deterministic optimal traj ectory follows the desired path quite closely its 

expected value does not. Second it is clear that the order of approximation 

involved in the stochastic control algorithm itself is actually negligible 

relative to the convergence criteria of the optimal control algorithm. 
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