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Motivation

-We used an LSTM in a macroeconomic context.

- Prediction of danish GDP growth

- Why?
- Lag in the flow in macroeconomic information
- Powerful pattern recognizing abilities

- Two ways of implementation:
- Combined with econometrics
- Instead of econometrics

3



Deep Learning combined with econometrics

- Underlying data-generating role

- Economic interpretation by econometric framework

- A discussion of technical capabilities
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Deep Learning versus econometrics
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Starting from: Y. Kuang (2017) – A novel macroeconomic forecasting model based on 
revised multimedia assisted bp-neural network model and ant colony algorithm

Web of Science: Literature on economic applications of Deep Learning



The ”Network” keyword
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- Financial applications : LSTM’s
- Macroeconomic applications : Feed Forward networks



The ”Indicator” keyword
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- Links primarily to economic keywords



Research Question

”How well does the 

Long Short-Term Memory Neural Network 

perform in a macroeconomic context”

How well does the LSTM predict

GDP growth based on a series of 

macroeconomic indicators for the danish economy
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Method

- Model Evaluation Out-of-sample validation

- Deep Learning approach: Long-Short Term Memory (LSTM)

- Econometric approach: Principal Component Regression (PCR)
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Data:
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- 18 Commonly used indicators

- Picked with reference to 
different nowcasting article

- Swith strong reference to 
”Economic Outlook”, by the 
danish central bank 

- 92 observations

- Difference stationary



Model Evaluation
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- Out-of-sample validation

91 obs. 72 obs.



Deep Learning Approach
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Long Short-Term Memory Block with a Forget Gate



Sequence Design
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GDP Growth

- All indicators are matched to GDP growth of same time-step



Network Design

- 1 LSTM block: 19 units 

- 1 output layer: 1 neuron

- Epochs: 150

- Activation: Rectified Linear Unit (ReLU)

- Loss: Mean Squared Error (MSE)

- Optimizer: Stochastic Gradient Descent (SGD)
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Econometric Approach: PCR

- The idea behind a Dynamic Factor Models:

𝑋𝑡 = Λ 𝐿 𝐹𝑡 + 𝑒𝑡

- Components are assumed to be linear combinations of inputs:
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PCR Design
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- Cross-Validation Approach similar to Giovanelli and Proietti (2014)

First 5 components results in lowest CV-error



Results
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PCRLSTM



Accuracy
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- LSTM shows lower RMSE and MAE 
in out-of-sample prediction

- Diebold-Mariano: p > 0.001

Red: PCR Blue: LSTM



Conclusions

How does the LSTM perform?

- The same as our PCR in this specific scenario

- Structural inference is native to econometrics

- Deep Learning has strength in its ability to extract information 
from non-traditional sources.
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