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The paper in a nutshell

Demonstrate effectiveness of machine learning based policy
assignment for public guarantee programs

Resource allocation problem: “How to distinguish those firms which
actually need financing from those which would find financing
anyway?”

This paper:

Uses ML to gauge credit-worthiness AND credit constraints
Argues that typical naive assignment rules are biased against credit
constrained firms
Shows that ML-based assignment is more effective in targeting firms
that out-perform ex-post relative to current assignment rules
Advocates use of tree-based methods: decision tree / random forest
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Decision Tree vs. Random Forest

Transparency is a common criticism of ML methods: “ML is a black
box”

Simple decision trees are as transparent as possible: clear
data-driven and rule-based predictions

Prediction accuracy of simple decision tree vs random forest is not
drastically different

Misclassification Rate
Credit-Constraints Credit-Worthiness

Decision Tree 31.85% 20.02%
Random Forest 32.09% 17.66%
Logistic LASSO 33.83% 18.55%

Suggestion: Focus on the simple decision tree
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Figure A11. Classification tree for the credit-constrained exercise 

 
Notes. D_util_Lq04=Change in the total amount of bank loans granted and actually used by the firm, between the 
quarter when the PI request was issued and the same quarter in the previous year; nbanks_lq0=Number of banks 
lending money to the firm in the quarter in which the PI request is issued (Lq0); X_1023_ly1=Long term debts. 
 
 
 
 
 

Credit-Constrained

Not ConstraintNot Constrained

Start

Figure: Decision Tree: Credit-Worthiness Exercise. nbanks Lq0: number of banks
lending in previous quarter, D utl Lq4: Change in total amount of granted loans in
past year, X 1023 Ly1: long-term debts.
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Making sense of random forests / boosted trees

In general, predictive power of tree ensembles (random forests /
boosted trees) is higher than that of simple decision trees

Challenge: Interpretation!

Current ML research is starting to address this issue:

Making Tree Ensembles Interpretable
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Abstract

Tree ensembles, such as random forest
and boosted trees, are renowned for their
high prediction performance, whereas their
interpretability is critically limited. In this
paper, we propose a post processing method
that improves the model interpretability of
tree ensembles. After learning a complex tree
ensembles in a standard way, we approximate
it by a simpler model that is interpretable
for human. To obtain the simpler model, we
derive the EM algorithm minimizing the KL
divergence from the complex ensemble. A
synthetic experiment showed that a complicated
tree ensemble was approximated reasonably as
interpretable.

1. Introduction
Ensemble models of decision trees such as random
forests (Breiman, 2001) and boosted trees (Friedman,
2001) are popular machine learning models, especially
for prediction tasks. Because of their high prediction
performance, they are one of the must-try methods when
dealing with real problems. Indeed, they have attained
high scores in many data mining competitions such as
web ranking (Mohan et al., 2011). These tree ensembles
are collectively referred to as Additive Tree Models
(ATMs) (Cui et al., 2015).

A main drawback of ATMs is in interpretability. They
divide an input space by a number of small regions and
make prediction depending on a region. Usually, the
number of the regions they generate is over thousand,
which roughly means that there are thousands of different

2016 ICML Workshop on Human Interpretability in Machine
Learning (WHI 2016), New York, NY, USA. Copyright by the
author(s).

rules for prediction. Non-expert people cannot understand
such tremendous number of rules. A decision tree, on the
other hand, is well known as one of the most interpretable
models. Despite weak prediction ability, the number of
regions generated by a single tree is drastically small,
which makes the model transparent and understandable.

Obviously, there is a tradeoff between prediction perfor-
mance and interpretability. Eto et al. (2014) proposed a
simplification method of a tree model that prunes redundant
branches by approximated Bayesian inference. Wang et al.
(2015) studied a similar approach with a richly-structured
tree model. Although these approaches certainly im-
prove interpretability, prediction performance is inevitably
degenerated, especially when a drastic simplification is
needed.

Motivated by the above observation, we study how to
improve the interpretability of ATMs. We say an ATM is
interpretable if the number of regions is sufficiently small
(say, less than ten). Our goal is then formulated as

1. reducing the number of regions, while

2. minimizing model error.

To satisfy these contradicting requirements, we propose a
post processing method. Our method works as follows.
First, we learn an ATM in a standard way, which generates
a number of regions (Figure 1(b)). Then, we mimic this
by a simple model where the number of regions is fixed as
small (Figure 1(c)). We refer to the former as the prediction
model or model P, and the latter as interpretation model or
model I.

Our contributions are summarized as follows.

Separation of prediction and interpretation. We prepare
two different models: model P for prediction and model I
for interpretation. This idea balances requirements 1 and 2.

Reformulation of ATMs. We reinterpret an ATM as
a probabilistic generative model. With this change of
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Further comments

It would be interesting to see how a gradient boosted tree or a
neural network performs in comparison to the techniques used.
Particularly, since the sample is rather large in size, hence lending
itself to treatment with a big data technique like neural networks.

Joint prediction of credit-constraints and credit-worthiness would be
nice. First attempts in the paper are quite promising (roughly the
same accuracy). Might help in resolving the puzzle that firms of
equal risk exhibit different credit rationing in current model.
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Interesting and carefully executed paper!

ML will change policy making / assignment

Transparency challenges will become less substantial as ML evolves
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