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Glenn Rodriguez was denied parole because 
of a miscalculated “COMPAS” score.

Can a typographical error lead to years of extra prison time?



• An interpretable machine learning model obeys a domain-specific set 
of constraints so that humans can better understand it.

• There’s a spectrum. 

• High-stakes decisions or troubleshooting
• Criminal justice models, credit scoring, air pollution, airplane 

maintenance, many healthcare applications – anything high stakes

• A black box model is a formula that is either too complicated for any 
human to understand or is proprietary.
• difficult to troubleshoot the overall model for bias
• difficult to verify that an individual prediction is correct
• it doesn’t augment human decision makers, it just replaces them



What happens when we use a black box?



Where did Breezometer
go wrong?

We’ll never know…





And this is the tip of the iceberg…



Glenn Rodriguez was denied parole because 
of a miscalculated “COMPAS” score.

How accurate is COMPAS? Data 
from Florida can tell us…



COMPAS vs. CORELS

CORELS:  (Certifiably Optimal RulE ListS, with Elaine 
Angelino, Nicholas Larus-Stone, Daniel Alabi, and 
Margo Seltzer, KDD 2017 & JMLR 2018)

Here is the machine learning model:

COMPAS: (Correctional Offender 
Management Profiling for 

Alternative Sanctions) 

If age=19-20 and sex=male, then predict arrest
else if age=21-22 and priors=2-3 then predict arrest
else if priors >3 then predict arrest
else predict no arrest



Prediction of re-arrest within 2 years

If age=19-20 and sex=male, then predict arrest
else if age=21-22 and priors=2-3 then predict arrest
else if priors >3 then predict arrest
else predict no arrest
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Perhaps we are using complicated models when we don't need them

There’s no benefit from complicated models for re-arrest prediction in 
criminal justice.
Interpretable Classification Models for Recidivism Prediction. Zeng et al., Journal of the Royal Statistical Society, 2016.
Learning Certifiably Optimal Rule Lists for Categorical Data. Angelino et al., Journal of Machine Learning Research, 2018.

There’s no benefit from complicated models for lots of problems.

Sleep apnea screening

Adult ADHD screening

Energy grid reliability (underground power events)

Seizure prediction in ICU patients
Crime series detectionFinancial risk assessment

Depends on data representation.

(Holte, Very Simple Classification Rules Perform Well on Most Commonly Used Datasets, 1993).

http://arxiv.org/pdf/1503.07810.pdf
https://arxiv.org/abs/1704.01701


Problem spectrum

age   45
congestive heart failure?   yes
takes  aspirin
smoking?  no
gender   M
exercise?  yes
allergies?  no
number of past strokes   2
diabetes? yes

Tabular: All features are interpretable
- many problems in criminal justice, healthcare, 

social sciences, equipment reliability & 
maintenance, etc. 

- features include counts, categorical data

Raw: Features are individually uninterpretable
- pixels/voxels, words, a bit of a sound wave



Neural networks
With minor pre-processing, all 
methods have similar performance

Very interpretable models (if you can optimize)

Problem spectrum

Raw: Features are individually uninterpretable
- pixels/voxels, words, a bit of a sound wave

Tabular: All features are interpretable
- many problems in criminal justice, healthcare, 

social sciences, equipment reliability & 
maintenance, etc. 

- features include counts, categorical data



Where are black boxes more accurate?

• Challenge 1: Interpretable neural networks for computer vision



Why is this bird classified as a 
clay-colored sparrow?

Because this part of the bird
that part

of a prototypical clay-
colored sparrow 

ProtoPNet, Chen et al. 2019



Where are black boxes more accurate?

• Challenge 1: Interpretable neural networks for computer vision

• Challenge 2: Really hard benchmark datasets

Interpretable neural network accuracy = black box accuracy





About the data
• ~10K loan applicants
• Factors:

• External Risk Estimate
• Months Since Oldest Trade Open
• Months Since Most Recent Trade Open
• Average Months In File
• Number of Satisfactory Trades
• Number Trades 60+ Ever
• Number Trades 90+ Ever
• Number of Total Trades
• Number Trades Open In Last 12 Months
• Percent Trades Never Delinquent
• Months Since Most Recent Delinquency
• Max Delinquency / Public Records Last 12 Months
• Max Delinquency Ever
• Percent Installment Trades
• Net Fraction of Installment Burden
• Number of Installment Trades with Balance
• Months Since Most Recent Inquiry excluding 7 days
• Number of Inquiries in Last 6 Months
• Number of Inquiries in Last 6 Months excluding 7 days.
• Net Fraction Revolving Burden. (Revolving balance divided by credit limit.) 
• Number Revolving Trades with Balance
• Number Bank/Natl Trades with high utilization ratio
• Percent of Trades with Balance

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80



Our entry (won FICO Recognition Prize): 
Two-layer additive risk model

10 subscales + one final scoring model

Accuracy = 73.8%
AUC = .806

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80

IBM model (First Prize): 6 questions
Accuracy = 71.8%

AUC = .62



Our entry (won FICO Recognition Prize): 
Two-layer additive risk model

10 subscales + one final scoring model

Accuracy = 73.8%
AUC = .806

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) 80%

IBM model (First Prize): 6 questions
Accuracy = 71.8%

AUC = .62





Where are black boxes more accurate?

• Challenge 1: Interpretable neural networks for computer vision

• Challenge 2: Really hard benchmark datasets

Interpretable neural network accuracy = black box accuracy

Interpretable model accuracy = black box accuracy



Don’t use black box machine learning 
models for high-stakes decisions, 
use interpretable models instead

Thanks


