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Abstract

We introduce a methodology to measure the invention and diffusion of task exposures to

technology in the US economy. First, we measure the relevance of US patents introduced from

1920-2018 to work tasks performed by human workers using a natural language processing

algorithm. After controlling for the confounding effects of the evolution of language, we

obtain a measure that we call the task relevance of newly introduced technology. In a local

projections framework, we estimate the impulse response of hours worked, industry labor

share and productivity to technological innovations. We identify two technological factors

that have opposing effects on workers and industries: a manual-biased factor, which decreases

hours and the labor share and has no effect on productivity; and a cognitive-biased factor,

which increases hours and productivity, and has no effect on the labor share.
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the Sargent Alumni Reading Group, Juan Antoĺın, Thomas Drechsel, Miguel León-Ledesma (discussant), Haroon
Mumtaz, Pepe Montiel Olea, Morten Olsen, Elias Papaioannou, Jesse Perla and Tom Sargent for comments and
suggestions.
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1 Introduction

In this paper we introduce a novel methodology that measures the relevance of patents to the

work tasks performed by human workers in the US economy over time. First, we measure the

relevance of US patents introduced from 1920-2018 to work tasks performed by human workers

using a natural language processing algorithm. After controlling for the confounding effects

of the evolution of language, we obtain a measure that we call the task relevance of newly

introduced technology. Using principal components analysis, we identify the main factors that

drive the temporal evolution of task-relevant technologies. In a local projections framework, we

study the effects of innovations to these technological factors on human task hours, and industry

productivity and labor shares.

We identify two main drivers of task-relevant technologies, one which is biased towards manual

tasks and another that is biased towards cognitive tasks. The impulse responses to innovations

to these technological factors have strikingly different features. Innovations to the manual-

biased technology have negative long-horizon effects on hours and the labor share, and no effect

on either labor or multi-factor productivity. In contrast, innovations to the cognitive-biased

technology have positive effects on hours and productivity, but no effect on the labor share.

Further, the time series of our automation potential measure yields a number of interesting

insights:

1. For the manual-biased technology, there are two historical periods of rapid increase in

technology, 1920-1945 and 1990-present.

2. The cognitive-biased technology starts growing around 1950 (as the first computer patents

are introduced), and growth accelerates from the 1980s onward.

3. Computer and software patents drive increases in the technological exposure of both man-

ual and cognitive tasks after the 1990s; the first ”wave” of manual-biased technology is

dominated by machinery patents.
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Our measure is based on the premise that tasks, rather than occupations, are the subject

of automation. As such, we map the occupational structure of the economy over time into

tasks, and measure the relevance of all patents in any given year to works tasks. To do so, we

take advantage of rapid advances in Natural Language Processing technology that have yielded

algorithms that outperform their predecessors by wide margins.

2 Related literature

This paper contributes to the literature that explores the link between technology and labor

market outcomes. To this end, several approaches to empirically measuring the technological

exposure of jobs and workers have been explored. A seminal paper by Autor et al. (2003) studies

how the demand for job skills are affected by computerization. To measure the automatability

of tasks, this paper categorize tasks based on their skill content and conjectures that manual,

routine tasks are automatable. Following this approach, there is a large literature that use

the task content of different occupations as a measure of how prone they are to automation,

including Goos and Manning (2007) and Autor et al. (2008). Autor and Dorn (2013) propose

a standardized measure of the routineness, and by extension automatability, of an occupation

based on Census occupation classifications. Deming and Kahn (2018) categorize the skill re-

quirements of different occupations based on keywords in job ads. Benzell et al. (2019) use a

machine learning technique to characterize occupations by their skill requirements based on skill

data from the US Department of Labor.

Another approach that has been explored is using different proxies for measuring the effect of

automation on employment. Acemoglu and Restrepo (2017a), Acemoglu and Restrepo (2017b),

Acemoglu and Restrepo (2019), Graetz and Michaels (2018) and Dauth et al. (2019) use invest-

ments in industrial robots as a measure of automation in specific industries. Others have used

have used investment in computer capital as a measure of automation (Beaudry et al. (2010),

Michaels et al. (2014)). Several recent study the effects of automation using firm-level data,

including Acemoglu et al. (2020), Aghion et al. (2020), Bonfiglioli et al. (2019) and Bessen et al.
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(2019). Mann and Puttmann (2017), Dechezlepretre et al. (2019) and Webb (2020) develop

empirical measures of automation based on patent text data.

3 A Model of Task Exposure

3.1 The economic value of ideas

Suppose that ideas differ in their economic value. Ideas can be valuable for a variety of reasons.

In this analysis, we focus on the task-specific value of ideas. That is, the value of ideas for tasks

being performed in the economy. We conjecture that ideas are valuable if they can be used to

augment or replace workers in existing tasks. The extent to which an idea can augment or replace

workers in a task depends on how similar the idea is to the task. Suppose that there exists a

function d(., .) that measures the similarity between the idea and the task, that is, how relevant

the idea is for the task. Similarly, suppose that there exists a function e(., .) that quantifies the

economic value of the idea for the given task. We assume that these are proportional. That is,

e(gi, tj) = kd(gi, tj)

with k ∈ R+. Assume that if the value of an idea gi if above a certain cut-off cp for a task

j, i.e. e(gi, tj) > cp, a patent pi is filed in order to monetize the idea. The patent contains a

description of the idea. Hence, given descriptions of the task, the relevance of the idea for the

task can be proxied by the textual similarity between the two descriptions. Given a function

dr(, ) that measures the textual similarity between two texts, the economic value of an idea for a

task can be approximated by similarity between their descriptions. As any description is likely

to be an imperfect representation of the underlying task or idea, textual similarity is a noisy

signal for economic value

e(gi, tj) = kdr(pi, tj) + εi (1)
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with εi ∼ N (0, σ2). Assume that the universe of existing tasks is fixed and that this space can

be split into disjoint subsets. That is, ∀j, tj ∈ T ≡ T1∪· · ·∪Tp. These subsets represent different

”types” of tasks, and correspond to the task topics we obtain when running topic modelling on

the universe of task descriptions for the US economy. For simplicity, we assume that the content

of each task topic can be represented by a set of keywords that describe the essence of the tasks

performed in the given task topic.

We define the relevance of a patent for a task topic as the similarity between the patent

description and the task topic description: dr(pi, Tp). The average patent relevance of all patents

filed in year t for task topic p is given by

Rt,p =
1

|Nt,p|
∑

i∈Nt,p

dr(pi, Tp) (2)

where Nt,p is the set containing the indices of all patents pi filed in year t targeting task

topic p, and |Nt,p| is the cardinality of the set. Let Et,p represent the average economic value of

patents filed in year t for task topic p.

Et,p =
1

|Nt,p|
∑

i∈Nt,p

e(gi, tj)

⇐⇒ Et,p =
1

|Nt,p|
∑

i∈Nt,p

(kdr(pi, tj) + εi)

Under the assumption that εi ∼ N (0, σ2) and by the law of large numbers, we have that the

economic value is proportional to the average patent relevance of the task topic.

Et,p
Nt,p→∞−−−−−→ k

|Nt,p|
∑

i∈Nt,p

dr(pi, Tp) = k ×Rt,p (3)

3.2 Decomposing patent relevance

Suppose that patents targeting task topic p can be grouped into three categories: patents re-

placing workers, patents augmenting workers, and idiosyncratic innovations. Idiosyncratic in-
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novations consists of patents that influence the demand for tasks without directly affecting the

tasks performed. This might for example be an innovation that improve the features, and hence

increase the demand, for a good, without altering the manufacturing process. We assume that

patents in these categories arrive from separate knowledge production processes.

Let NR
t,p, N

A
t,p, and N

I
t,p denote the number of patents filed in each category in year t. Average

patent relevance can thus be expressed as follows

Rt,p =
1

|Nt,p|

 ∑
i∈NR

t,p

dr(pi, Tp) +
∑

i∈NA
t,p

dr(pi, Tp) +
∑

i∈NI
t,p

dr(pi, Tp)


⇐⇒ Rt,p =

|NR
t,p|

|Nt,p|
1

|NR
t,p|

∑
i∈NR

t,p

dr(pi, Tp) +
|NA

t,p|
|Nt,p|

1

|NA
t,p|

∑
i∈NA

t,p

dr(pi, Tp) +
|N I

t,p|
|Nt,p|

1

|N I
t,p|

∑
i∈NI

t,p

dr(pi, Tp)

Let

ωc
t =

|N c
t,p|

|Nt,p|
and Rc

t,p =
1

|N c
t,p|

∑
i∈Nc

t,p

dr(pi, Tp)

with c ∈ {R,A, I}. Hence

Rt,p = ωR
t R

R
t,p + ωA

t R
A
t,p + ωI

tR
I
t,p

Finally, assume that knowledge production related to replacing or augmenting workers in

task topic p depends on the scientific progress on how to replace or augment workers in general,

and the applicability of this knowledge to task topic p. Let RR
t and ψR

t,p denote general scientific

knowledge on replacing workers and its applicability to topic p, respectively. Hence, we have

RR
t,p = ψR

t,pR
R
t . The process for augmenting workers is defined analogously. Furthermore, let
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λRt,p = ωR
t ψ

R
t,p. Thus, we have

Rt,p = λRt,pR
R
t + λAt,pR

A
t + ωI

tR
I
t,p (4)

This formulation corresponds to a factor decomposition of the patent relevance of each task

topic, where RR
t and RA

t corresponds to underlying technology factors and λRt,p and λAt,p the

factor loadings for task p.

4 Methodology: Task Exposure

In this section we describe the main innovation in this paper, our methodology for measuring the

exposure of work tasks to technology over time. We interpret our measure as capturing the flow of

new technologies into the stock of task relevant knowledge. This knowledge eventually enables

the enhancement or the replacement of human workers in a specific task with reproducible

capital, be it robots, software, computers...

The texts of patents introduced in a given year contain information about the frontier of

technological progress. As described in the previous section, we use this body of information to

extract the component of technological progress to which work tasks are exposed. To do so, we

use cutting-edge (at the time of writing!) natural language processing algorithms to measure

the relevance of patent text to descriptions of the work performed in the US economy in any

given year.

The construction of our measure is in three steps, described in detail below:

• Clustering task data into task topics, creating a condensed, non-overlapping categorization

of work performed in the US economy,

• Constructing a time series of the relevance of patent text to task topics,

• Detrending the relevance measure to remove the confounding effects of the evolution of

the English language over time, as well as patent-data specific changes.
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4.1 Clustering work activities

The first step in our analysis is to group work activities into task topics. These task topics

are constructed by grouping similar work activities together to form a non-overlapping repre-

sentation of the work that is being performed in the economy. Clustering work activities into

task topics enables us to reduce the dimensionality of the task data, which makes our analy-

sis computationally feasible. At the same time, we remove redundant information from work

activities that are described with different words, but are conceptually similar. To group work

activities into topics, we use a concept in natural language processing (NLP) known as topic

modelling, which is used for discovering the underlying topics in a collection of texts. Standard

models for automatically learning topics from texts, such as Latent Dirichlet Allocation, usually

perform well on medium and large sized texts but face limitations on shorter texts. As the work

activity descriptions used in our analysis are relatively short, they contain limited contextual

information and might be ambiguous. To address this challenge, we use a semantics-assisted

non-negative matrix factorization (SeaNMF) model developed by Shi et al. (2018). By incor-

porating the word-context semantic correlations, this model overcomes some of the problems

that arises when performing topic modelling on short texts. At the time of release, the model

outperformed several state-of-the-art models on four real-world short text data sets.

We use the O*NET Database to uncover the different kinds of work performed in the U.S.

economy. The database consists of detailed data on approximately 1100 occupations in the

U.S. economy. Each occupation is described by the abilities, skills, and knowledge relevant for

the occupation, as well as the tasks and work activities performed in this occupation. Each

work activity is described by a short text and a numerical score representing the importance

of the activity to the given occupation. The work activities are organized in a taxonomy, with

Detailed Work Activities (DWAs) begin the most granular category. To leverage the richness

of the information available, we perform the clustering on the level of DWAs. There are 2070

unique DWAs in the O*NET Database.

When performing the topic modelling, we manually select the number of topics the DWAs are
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grouped into and the number of keywords that describe each topic. To determine the optimal

number of topics, we compare the average Pointwise Mutual Information (PMI), a common

measure of topic coherence, of all task topics, varying the total number of task topics. The PMI

score is sensitive to the number of keywords that describe each topic. When selecting the number

of keywords per topic, we therefore face a trade-off: few keywords will result in distinct topic

descriptions but contain little information about the underlying work that the topic represents,

while a larger number of keywords will provide a richer description of the topics while also being

more divergent in content. For our analysis we use 8 keywords per topic. We find that above this

point, the average PMI score decreases significantly, and the list of keywords associated with

each topic more frequently include words we consider to be inconsistent with the main topic. By

varying the number of topics from 5 to 120, we find that 70 topics maximize the average PMI

value of the resulting topics.

4.2 Measuring task exposure

To determine how exposed the task topics are to new technologies, we construct a measure of

the invention of technologies relevant for each topic. This measure quantifies the flow of new

inventions with the potential to augment or replace work in the different task topics. We refer to

this measure as the flow task exposure. It is constructed by measuring the relevance of patents

published each year for the work performed in each topic. As new technologies are invented, the

task exposure accumulates. However, the invention of new technologies in itself does not affect

tasks performed in the economy. It is only when firms implement these technologies through

investments that the effects of innovation materialize. Hence, a change in task exposure will

gradually materialize in employment outcomes, as new technologies diffuse through the economy.

Following is a description of how we determine the relevance of patents for work, and how we

construct our measure of task exposure from patent relevance data. Going forward, we use the

term task exposure to refer to the flow task exposure.
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Determining patent relevance with BERT

A central feature of our task exposure measure is the notion of ’similarity’ between patent

descriptions and task topics. In accordance with Equation 1, we conjecture that patents whose

description are more similar to a task description are more relevant for that task. To measure

the similarity between descriptions, we use a NLP technique known as word embeddings. Word

embedding models transform text into high-dimensional vectors that embed the underlying

meaning of the text. One benefit of using this approach is that we bypass the need for labelled

data to train a classification model, as word embedding models are pre-trained on vast amounts

of data. In addition, word embedding models provide a natural way of quantifying the similarity

between two texts, namely by using the cosine similarity between the vectors representing each

text. Rather than discretely classifying patents as either exposed or not, we can quantify the

degree of exposure of a patent to all types of work performed in the economy.

We use an NLP approach called Bidirectional Encoder Representations from Transformers

(BERT) for constructing the word embeddings used in our analysis. BERT is an open-source

technology developed at Google AL Language by Devlin et al. (2018) 1. At the time of writing,

BERT is the architecture underlying most state-of-the-art NLP models. One of the factors

contributing to its high performance is the context sensitive nature of the BERT system. The

numerical representation of a word produced by BERT varies depending on the context in which

the word appears, which allows for more precise text interpretations than non-context sensitive

models. We chose patent titles as our patent description and the list of relevant keywords

associated with each topic as our task description. Using BERT, we construct word embeddings

of each text. We then measure the relevance of patents for each task topic as the cosine similarity

between their descriptions. This measure can be understood as quantifying the extent to which

the patent is relevant for work that is being performed in the given task topic. The average

similarity score of all patents published in a given year can be understood as the degree to which

1BERT represented a paradigm shift in NLP. At the time of release, it significantly outperformed previous state-
of-the-art NLP systems on the The Stanford Question Answering Dataset (SQuAD v1.1 ), a reading comprehension
dataset used to evaluate the performance of NLP systems.
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the research efforts that year are targeting the work performed in the task topic.

Measuring relevance in US public patents

Google Patents Public Datasets, provided by Google and IFI CLAIMS Patent Services, is a

collection of compatible database tables from government, research, and private companies for

conducting analysis of patent data. The dataset provides full-text descriptions of the universe

of U.S. public patents. Each patent is described by 77 attributes, including title, abstract,

description, publication date, and International Patent Classification (IPC) codes. We use

the universe of U.S. patents from Google Patents Public Data to construct time series of the

technological exposure of all task topics from 1920 to 2018.

The following section describes the method for measuring patent relevance. Let J = { task

topics } represent the set of all task topics. Let Pt = {patents} be the set of patents published

in year t. For each task topic j ∈ J , we generate a vector vj , which is a numerical representation

of the content of that topic. As each topic is described by 8 keywords, the vector vj is the

average of the word embeddings of these. Equivalently, we generate vectors vpt that are word

embeddings of the titles of patents pt ∈ Pt,∀t. To ensure that the vectors representing topics

and patent titles are of similar form, we define vpt as the average of the word embeddings of the

words of the patent title in question, excluding stop words. All word embeddings are generated

using BERT. We then calculate sj,pt , the cosine similarity between vectors vpt and vj for all

topics and patents in the sample. For each year t, we define the average patent relevance of

topic j as the mean similarity score sj,pt of all patents pt ∈ Pt published in year t. Figure 1 plots

the time series of the patent relevance measure per task topic.

11



1920 1940 1960 1980 2000 2020
Year

0.275

0.300

0.325

0.350

0.375

0.400

0.425

0.450

Av
er

ag
e 

Re
le

va
nc

e

Figure 1: Avg. patent relevance per task topic

Detrending patent relevance measure

The average patent relevance for all topics increases over time (see Figure 1). This might be

interpreted as that on average, patents are becoming increasingly relevant for the tasks performed

in the different task topics. However, factors other than the relevance of patents for work might

be causing the similarity score to increase over time. One plausible explanation is that the usage

of the English language has evolved, and that patent descriptions over time have become more

similar to the work descriptions, which are expressed in contemporary American English. Other

factors, such as standards for what must be included in patents titles could also have changed

over time, hence affecting the measured similarity between patent titles and work descriptions.

To remove these confounding effects, we construct a detrended measure of patent relevance.

The detrended measure is obtained by subtracting a language trend measure from the patent

relevance measure described in the previous section. The language trend measure controls for
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the evolution in the usage of American English and other potential changes in the content and

format of patent titles. To construct the language trend measure, we first generate random

samples of words that are frequently used in contemporary American English. We then measure

the similarity between these samples and patent titles using the method described above. The

language trend measure represents the average similarity between the random word samples and

all patents in a given year. Following is a detailed description of the procedure.

The first step in constructing the language trend measure is to generate random samples of

words that are frequently used in contemporary language. To this end, we use a corpus called

the Corpus of Contemporary American English (COCA), which contains more than 1 billion

words from over 220,00 texts from the period 1990 - 2017. We randomly draw words from the

10,000 most frequent words of the corpus and group them into samples of 10 words. To ensure

that these samples are similar in form to the descriptions of task topics, we remove pronouns

and other words with little lexical meaning (commonly referred to as stop words in NLP).

Next, we expand the set of patents such that patents belonging to two or more high-level

IPC categories appear once per IPC category. This is to ensure that potential changes in how

patents are assigned IPC don’t affect the measure. We then measure the similarity between

the random word samples and the augmented set of patent titles. To do this, we follow the

procedure described above to create word embeddings of the random word samples and patent

titles and calculate the cosine similarity between these. The final step is to calculate the average

similarity between the random word samples and all patents in for each year of our data set.

The resulting measure is a time series where each element represents how similar the patents

titles of all patent filed in a given year are to contemporary American English. We find that

this similarity increases over time (see 2).

Our task exposure measure captures the relevance of patents for different types of work. To

ensure that the patents used to construct the measure are indeed relevant, we drop all patents

that have a lower similarity score than the one obtained by the random word measure in any

given year. Hence, for each task topic we measure average patent relevance using only the subset
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of patents that are likely to be relevant for the type of work performed in the task topic. To

correct of the evolution of language and other confounding factors, we subtract the random

word measure from the patent relevance measure. The resulting data set is our measure of task

exposure. Figure 3 plots the time series of task exposure measure for all 70 task topics, and

Figure 4 plots the average task exposure measure across all topics.
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Figure 2: Avg. similarity between patents and contemporary American English
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Figure 3: Avg. relevance per task topic
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Constructing derivative measures

From the measure of average task exposure, we construct two derivative measures for our em-

pirical analysis: the technological exposure of tasks per occupation, and per industry. Following

is a description of how these measures are constructed.

We convert task exposure per task topic to task exposure per occupation in two steps. We

proceed by constructing an intermediate measure of task exposure per work activity (DWA).

This is done using the weights produced by the topic modelling algorithm in section 4.1. The

weights denote the importance of a work activity to a topic. We assume that workers allocate

their time according to the importance of the tasks they perform2. Furthermore, we conjecture

2To ensure that the total number of hours worked in the economy is preserved when converting hours per
occupation to hours per task topic, we normalize the weights by the sum of importance scores across all task
topics.
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that the contribution of a task to the overall task exposure of an occupation is proportional

to the importance of that task. Hence, task exposure per work activity is the sum of task

exposure of all task topics weighted by their relative importance. Next, we convert the work

activity based measure to an occupation measure using the importance scores of work activities

provided by O*NET. These scores denote how important a work activity is for an occupation.

Using the same reasoning as in step one, we define task exposure per occupation as the sum of

the task exposure of all work activities performed by the occupation, weighted by their relative

importance.

We define the task exposure of an industry as the employment weighted average of the task

exposure of the occupations present in the industry. We use employment data from the Current

Population Survey (CPS) to construct weights. Rather than using static weights, we allow the

weights to change over time to reflect the changing composition of the work force. As the CPS

data used in this analysis starts in 1976, the measure of task exposure per industry is constructed

from 1976 to the present.

5 Methodology: Factor Decomposition

Equation 4 states that the technology exposure of a task topic embody the evolution of two un-

derlying technology factors, one that augment and one that replace work. That is, the exposure

of each individual task topic can be understood as a compound measure that is confounding the

exposures to replacing and augmenting technologies. The underlying factors, rather than the

individual task exposures, are the main objects of interest of our empirical analysis. To extract

information on these, we use Principal component analysis (PCA). Following is a description of

the rationale for this approach, and a description of the factors we uncover.

Suppose that the patent relevance for task topic p in year t can be decomposed into a set of

underlying factors

Rt,p = λ1,pf
1
t + · · ·+ λn,pf

n
t + ep,t (5)
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where λj,p denotes the factor loading of task topic p on factor f jt . The idiosyncratic component

of Rt,p is captured by ep,t. This formulation closely resembles the PCA representation of Rt,p.

The PCA projects the P patent relevance variables to a new space of P variables that are

uncorrelated over the dataset. Let R denote the matrix containing the panel of patent relevance

scores Rt,p. The PCA yields the following decomposition T = RW , where W is a p-by-p matrix

whose columns are the eigenvectors of RTR, and T is a p-by-n matrix corresponding to the

projection of R onto the basis vectors contained in W . The columns of T corresponds to the

principal components of the data, and are ordered such that the first column inherits the largest

variance from X. Solving for Rt,p, we get that

Rt,p = λ̂1,pf̂
1
t + λ̂2,pf̂

2
t +

P∑
l=2

λ̂l,pf̂
l
t

where f̂1t denotes the t-th element of the first principal component, and λ̂1,p corresponds to

the loading of task p on that component. The first two components of this expression can be

interpreted as the factors that explain most of the evolution in Rt,p over time. For simplicity,

we assume that the remaining components captures developments that are largely idiosyncratic,

and hence captured by the topic specific residual χp,t. That is

Rt,p = λ̂1,pf̂
1
t + λ̂2,pf̂

2
t + χp,t

The method thus implicitly assumes that the evolution in replacing technologies does not co-

move with the evolution in augmenting technologies. This might be an overly strict assumption

to impose. Indeed, we would expect that breakthroughs in enabling technologies might affect

progress in both domains simultaneously. However, to the extent that augmenting and replacing

technologies follow separate innovation processes, we expect the PCA to uncover the parts of

the evolution where the processes differ.

Performing a PCA on the task exposure measures obtained in the previous section, we find

that the majority of the variance is explained by one factor, while a second factor is becoming
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increasingly important towards the end of the sample. Figure 5 plots the evolution in these from

1920 to 2020. The first factor appears to contain two waves of innovation, one between 1920

and 1945, and one starting in 1990. Technological progress in the second factors starts in the

1950s. The progress appears to accelerate around the late 1980s, and continues uninterrupted

until the financial crisis in 2008.

Figure 5: Technology Factors

While the evolution in the technology factors arguably coincides with important societal

trends, it is worth emphasizing that the factor decomposition is a purely statistical exercise.

Hence, it does not rely on any assumptions about the nature or purpose of the technologies

we study. To evaluate whether the factors are consistent with the model outlined above, we

use International Patent Classification (IPC) codes to describe the content of each factor. This

validation exercise relies on two characteristics of each task topic: its factor loadings and its

average patent relevance for each IPC category. The factor loadings denote how much the

evolution in a task exposure can be explained by the evolution of each underlying factor. The

average patent relevance of each IPC category describes the average relevance of patents in each
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IPC category for the given task topic. Recall from equation 2 that the task exposure of each

topic is equal to the average relevance for that topic of all patents filed in year t. Each individual

patent belong to an IPC category. We thus define the average patent relevance for a task topic

of an IPC category c in year t as the average patent relevance for the task of all patents filed

that year that are assigned to the given IPC category. Let Rc
t,p denote the patent relevance of

IPC category c, and let R̄c
p denote the weighted average across the entire sample period, where

the weights represent the number of patents in category c relative to the total number of patents

filed in the category over the entire sample period. To determine which IPC categories is most

closely related to the content of each factor, we use a lasso regression to select the IPC categories

that correlated the mostly strongly with the loadings on each factor. The is, for each factor f

we solve the following minimization problem

β̂f = argmin


70∑
p=1

(
λ̂fp − β0 −

∑
c∈C

βcR̄
c
p

)2

+ λ
∑
c∈C

|βc|


where λ̂fp denotes the loadings of task topic p on factor f , R̄c

p the average patent relevance

for task topic p of patents in IPC category c, and C the set of IPC categories. We calculate the

IPC patent relevance at the second level of granularity in the IPC classification system, which in

our sample consists of 123 categories. λ > 0 is a regularization parameter, which we determine

using ten-fold cross validation.

Table 1 shows the IPC categories with the largest estimated coefficients for each factor. Task

topics that load heavily on factor 1 also tends to have high relevance score for IPC categories

related to manufacturing. Consider for example, G04 Horology, which has the second largest

estimated coefficient. This category contains patents for electromechanical clocks with attached

or built-in means operating any device at preselected times or after predetermined time intervals,

among others. Similarly, B41 Printing; lining machines; typewriters; stamps contains patents on

machines or apparatus for engraving in general, or for embossing. Factor 2 appears to be closely

related to the development of computers. The IPC category that correlates most strongly with
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Table 1

IPC category βc
Factor 1

H05 Electric techniques not otherwise provided for 0.0051
G04 Horology 0.0036
B41 Printing; lining machines; typewriters, stamps 0.0032
B30 Presses 0.0029
H01 Basic electric elements 0.0028

Factor 2
G06 Computing; calculating; counting 0.090
H04 Eletric communication technique 0.020
A61 Medical or veterinary science; hygiene 0.018
G16 ICT specially adapted for specific application fields 0.018
G00 Physics 0.011

factor loadings for factor 2 is G06 Computing; calculating, counting, which contains a wide range

of categories related to computer systems and computational methods, including electric digital

data processing. H04 Electric communication technique contains sub-categories for patents on

transmission of digital information, and wireless communication networks.

While which technologies are driving the evolution in each factor is likely to change over time,

we view this exercise as a first step towards uncovering the content of the technology factors we

have identified. Our estimates suggest that the first factor captures the evolution in technologies

relevant for manufacturing, that is, manual-biased technologies. While these technologies saw

rapid developments in the 30s and 40s, there is a period of relative lack of progress following

the Second World War, before innovation again accelerates in the late 90s. The second factor

appears to be closely related to the rise of the digital computer, i.e. containing cognitive-biased

technologies. After a gradual increase during the 60s and 70s, the measure accelerates in the

late 80s and 90s, which coincides with the time the PC and the internet were gaining prevalence.

6 Methodology: Task Content

To study how task exposure effects employment outcomes, we first categorize task topics accord-

ing to their task content. Classifying task topics according to a smaller number of categories
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enables us to study whether different kinds of work are affected differently by the invention of

new technologies. It also allows us to study how our measure relates to the exiting literature on

the subject. Following is a description of the framework used for task categorization, and the

method for categorizing task topics.

6.1 Task framework

Following the extensive literature on automation and job polarization starting with Autor et al.

(2003), we organize tasks in a two-by-two work taxonomy based on whether they are cognitive or

manual in nature, and whether they involve routine or nonroutine work. Rather than discretely

assigning tasks to one of the categories of the framework, we generate numerical scores between

0 and 1 for each task associated with each category. The numerical values represent the extent

to which the classified task is describing cognitive, manual, routine, and nonroutine work. To

locate the tasks in the two-by-two taxonomy, we weight the manual score by the sum of the

manual and cognitive scores, and the routine score by the sum of the routine and nonroutine

score. In the existing literature, work that is manual and routine is often considered more prone

to automation.

In addition to the canonical framework described above, we seek to study how work requiring

social skills is impacted by the invention of new technologies. We use the definition of social skills

proposed in Deming and Kahn (2018). As with the categories canonical framework, we assign a

score between 0 and 1 to all tasks, denoting the extent to which social skills are important for
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the task.

6.2 Determining task content with BERT

To determine the importance of the categories described above in each task topic, we follow

a similar method to the one used for measuring task exposure: we use word embeddings to

quantify the similarity in content between each task topic and reference category. Recall that

each task topic is described by 8 keywords and represents a group of underlying work activities.

Rather than directly classifying each topic based on the associated keywords, we classify the

underlying work activities and aggregate the scores to obtain a classification for each topic 3.

Following is a detailed description of the procedure.

We associate dictionary definitions with each reference category: cognitive, manual, routine,

nonroutine, and social. Each work activity is represented by the description of that activity

in O*NET. Let D = {DWAs} be the set of all O*NET DWAs, and C = { cognitive, manual,

routine, nonroutine, social } be the set of task categories. We generate word embeddings vd,

∀d ∈ D and vc, ∀c ∈ C using BERT. The cosine similarity sd,c between these denote the

importance of category c in work activity d. The next step is to aggregate the similarity scores

into aggregate scores per topic. To do this, we use the same approach as when converting the task

exposure measure from task topics to work activities. We use the topic weights produced by the

SeaNMF algorithm to aggregate the similarity scores per work activity d into similarity scores

sj,c per task topic j. Thus, we obtain numerical values denoting the extent to which each task

topic is cognitive, manual, routine, nonroutine, and social in nature. To locate the topics in the

two-dimensional task framework, we weight each topic’s manual score by the sum of its manual

and cognitive scores and its routine score by the sum of its routine and nonroutine scores. Hence,

each topic is described by a point x⃗ = (sj,manual, sj,routine), where sj,manual, sj,routine ∈ [0, 1]. The

point (0, 0) refers to a task that is purely cognitive and nonroutine, while the point (1, 1) refers

3The reason for this is that the word embeddings obtained using the full task description is likely more accurate
than the ones obtained using topic keywords. This is because the word embeddings are generated using BERT,
which incorporates the context in which words appear when generating word embeddings. For robustness, we
also perform the categorization based on topic keywords. This approach yields similar empirical results.
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to the opposite.

7 Methodology: Task Hours Worked

To measure the relationship between task exposure and employment, we construct a time series

of employment per task topic in the US economy using Current Population Survey (CPS) data

obtained from the IPUMS-USA database (Flood et al. (2017)) and task data from O*NET.

7.1 Employment per Task Topic

The topic employment time series is constructed as follows. From the CPS we measure hours

worked by employees in different occupations by year and industry; from O*NET we obtain mea-

sures of the relative importance of work activities for occupations. Multiplying year-industry-

occupation hours by the corresponding measure of task importance per occupation, we obtain

a measure of hours worked per work activity. Finally, we multiply the measure of employment

by work activity with the relative loadings of work activities on our 45 task topics. Following is

a detailed description of the procedure.

We create a baseline measure of the relative importance of different work activities for each

occupation using the Importance score of all DWAs in that occupation in the O*NET database.

The measure is obtained by dividing the Importance score of a DWA by the sum of the Impor-

tance scores of all DWAs associated with the occupation. We conjecture that the importance of

a work activity is proportional to the time spent on that activity. Hence, the relative importance

of a DWA serves as a proxy for the fraction of time that is spent on that activity by the oc-

cupation in question. Using CPS data from 1976-2018, we construct measures of hours worked

by year, industry, and occupation. We multiply these occupation level variables by the rela-

tive importance measures from O*NET and sum over industries and occupations to construct

year-DWA-hour variables.

The final step is to create a measure for hours worked per task topic. To do so, we use the

topic loadings obtained from the SeaNMF model. The loadings of DWA d on topc j denote the
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extent to which d belongs in the topic. We conjecture that the fraction of time spent on DWA d

in topic j is proportional to the value of loading of DWA d on topic j divided by the sum of all

loadings on topic j. The number of hours worked in topic j in a given year is therefore defined

as the sum of hours of all DWAs in that year, weighted by the relative loading of each DWA on

topic j.

8 Identification

The objects of interest in our empirical analysis are the impulse responses of hours to shock to

technology factors. To estimate the impulse responses to technology shocks, we rely on local

projections (Jordà (2005)) using panel data on hours and task exposure, with regressions taking

the basic form

log (yi,t+h) = βhχp,t + β1hf̂
1
t + β2hf̂

2
t + log(yi,t) + γ′wi,h + ξi,h (6)

for h = 1, . . . ,H; i = 1, . . . , N , where yi,t denotes hours worked per task topic at time t, and

wi,h is a vector of controls that includes category and period fixed effects, as well as lags of the

dependent variable log (yi,t), and the technology measures χp,t, f̂
1
t , and f̂

2
t . These measures are

given by the factor decomposition of task exposure described above. That is, χp,t corresponds

to the idiosyncratic component of task exposure, and f̂1t , and f̂
2
t represent the evolution in the

underlying technology factors, and Rt,p = λ̂1,pf̂
1
t + λ̂2,pf̂

2
t + χp,t.

Hours and task exposure are endogenous variables and in order to identify the impulse re-

sponse, we follow the recursive structural identification scheme of Christiano et al. (2005). In

that paper the authors identify the effect of monetary policy shocks by imposing assumptions

about the contemporaneous relationships between monetary policy shocks and other real and

financial variables included in their VAR.

In the spirit of Christiano et al. (2005), we assume that a shock to task exposure does not

contemporaneously affect hours worked. This assumption is motivated by an extensive literature
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that has found that diffusion lags from innovation into implementation of technology are long,

such that the effects of a newly introduced technology might only be observed many years after

the introduction of a technology. Simply put, we assume that new technologies are not adopted

in the same time period as they are patented. We impose no further assumptions on the diffusion

of newly introduced technology beyond this short-term restriction.

We implement this recursive identification strategy following the findings of Plagborg-Møller

and Wolf (2021), who show that impulse response functions estimated using appropriately-

ordered SVARs can be estimated identically (in population) using local projections as in Equa-

tion 6. The coefficients βh from such regressions therefore correspond to the IRF of hours to a

task exposure shock that would be identified in an appropriately-ordered SVAR.

Recent advances suggest that the LP approach might be more robust than the SVAR approach

in our setting, in which we are interested in studying long-horizon impulse responses using

persistent data. Montiel Olea and Plagborg-Møller (Forthcoming) show that, in such cases, lag-

augmented local projections are simple to implement and robust to a number of concerns that

researchers have identified in standard autoregressive inference. A salient advantage of using

patent data to measure the progress of technology is that such data is available many decades

into the past, which allows us to include a large number of lags as controls in our baseline

regression. Li et al. (2021) provide a framework with which to interpret our approach through

the lens of a bias-efficiency trade-off. The authors show that least-squares LP is the ideal choice

for researchers who care exclusively about bias, since this approach has small bias but high

variance relative to SVAR/Bayesian VAR. In this formal sense, the estimates we present in the

next section are conservative.

8.1 Threats to identification

Further to the formal discussion of identification above, there are further challenges to identifying

the effect of technology on tasks owing to data and methodology limitations. We discuss two

such challenges below, and in each case we argue that they lead to attenuation bias in our
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results, such that we can interpret our findings as providing a lower bound on the effect of

labour-replacing technology.

Changes in task contents of occupations Rich, structured data on occupation-task map-

pings only became available in the last decade or so, which limits our ability to study within-

occupation changes in tasks. The approach in this paper implicitly assumes that occupation-task

mappings are stable over time, whereas researchers, such as Atalay et al. (2020)), have found

that within-occupation changes in tasks are a significant component of inter-temporal variation

in the task composition of work. Our approach is partly robust to this issue under an assump-

tion that we believe to be relatively weak: as long as it is the case that task topics have not

completely disappeared from the economy over time, our task topics will contain information

on tasks that were performed in the past. Note that this allows for specific tasks to have dis-

appeared altogether (say, lighting gas-fired street lamps) as long as similar enough tasks exist

in the available data (say, changing bulbs on electric street lamps). Under this assumption our

measure will capture the exposure of task topics to technology. Our measure of hours worked

per task topic, however, may not correctly reflect the task content of work, since tasks that have

been automated away within an occupation will simply not show up in our data.

9 Estimates

9.1 Technology Diffusion

Employment

We estimate the Equations 6 with OLS and report standard errors clustered by time and task

topic. We include task fixed effects to control for unobserved task-specific factors, so the IRF is

identified using within-task variation. The task exposure variable is standardized such that the

impulse responses are log point changes in task hours in response to a one standard deviation

shock to task exposure. The impulse response functions of the technology factors are given by

27



Figure 6: Estimated Impulse Response Function of Task Hours to 1 S.D. Task Exposure Shock
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the set of coefficients {βfh}
H
h=1, which we plot in Figures 7. Figure 6 shows the impulse response

to a shock to the residual component of task exposure.

9.2 Effects of Innovation

Labour productivity

To study the effect of task exposure on labour productivity, we estimate the industry-level

equivalent of Equation 6. That is, we estimate a model in which the observations i corresponds

to industries rather than task topics. The task exposure measures are converted to the industry-
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Figure 7: Estimated Impulse Response Function of Task Hours to 1 S.D. Task Exposure Shock
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Figure 8: Estimated Impulse Response Function of MFP to 1 S.D. Task Exposure Shock
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level using the method described in Section 4.2. Figure 8 shows the response of multi-factor

productivity and Figure 9 shows the IRF of labour productivity to a shock to each factor.

Labour share

To estimate the effect of task exposure on the labour share, we use an empirical specification

that is equivalent to the one used for labour productivity. Figure 10 shows the estimated IRFs.

10 Conclusion
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Figure 9: Estimated Impulse Response Function of Labour Productivity to 1 S.D. Task Exposure
Shock
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Figure 10: Estimated Impulse Response Function of Labour Share to 1 S.D. Task Exposure
Shock
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A Work category descriptions

Category Description

Cognitive tasks

cognitive work, relating to the mental processes of per-

ception, memory, judgement, and reasoning; process-

ing information

Manual tasks
manual work, requiring physical presence, strength, or

manual dexterity

Routine tasks
routine work, performed regularly, predictable, rule-

based or everyday activity; monitoring, measuring

Nonroutine tasks

nonroutine work, performed irregularly, on a case-by-

case basis; research, design, installation, communica-

tion

B Implementation of BERT in Python

The following Python resources are used when creating word embeddings with BERT.

• GitHub - huggingface

• GitHub - google research
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