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Background:
AML Supervision and Regulation Unit

Supervisory Model
• Risk-based approach, guided by annual assessments

• Relies on AML/CFT reports and Risk Assessments sent by 
intermediaries

Current Challenges
• Submissions are unstructured and vary in detail

• Reviews are manual, complex, and resource-intensive

• >3 person-days per intermediary just for extraction & summarization*

Project scope
• 120 documents from 87 intermediaries; test set: 20 intermediaries 

balanced across sectors

* based on internal analyses conducted on the reports and self-assessments from various 
categories of supervised intermediaries.

The Challenge of Document 
Analysis in AML/CFT Supervision



Autovalutazione dei Rischi 

Organizzazione Aziendale

Attività Prevalente     

What is RAISE?

RAISE (Reportistica Antiriciclaggio Integrata e
Sintesi Estrattiva) is an AI-based system that
supports the automatic analysis of AML/CFT
reports, extracting relevant information from
documents and generating structured summaries
for each intermediary.

Objectives

• Accelerate the analysis of documents during the annual 
review cycle 

• Support analysts in producing draft summary reports

• Increase consistency of intermediary profiles

• Create structured datasets from unstructured texts

Relazione e Verifiche

Governance e Procedure



Methodology: 
Phases 

Overview

1. Extraction & Verification
• Preprocess documents → chunk text → retrieve 

relevant passages → LLM extracts answers → 
verification step → verified Q&As

2. Summary Report Generation
• Synthesize verified Q&As into structured sections: 

Activity, Organization, Risk, Controls, Governance

• Produce interactive HTML report with expandable 
answers and full source traceability

* Mistral-Small-3.1-24B-Instruct-2503

https://huggingface.co/mistralai/Mistral-Small-3.1-24B-Instruct-2503


Data Preparation & Segmentation

Document prep: PDF → Markdown, preserving titles, lists, tables

Hierarchical segmentation:

• Block segmentation: divide text by titles & paragraphs, preserving context

• Sentence segmentation: create smaller, cohesive units within chunk size 
constraint

Benefit: LLM can efficiently locate relevant “pieces” of the 
document, improving accuracy and extraction efficiency

Docling Team. Docling [Computer software]. https://github.com/docling-project/docling



Targeted Questions & Annotation

58 predefined questions across 5 AML/CFT areas: Activity, 
Organization, Risk, Controls, Governance. Designed by 
domain experts → ensures comprehensive, consistent 
coverage

Annotation:

• 28 analysts annotated 120 documents → 6,524 
annotations (~3,000 Q&A pairs)

• Iterative workflow for consistency & quality control

• Representative examples selected for few-shot learning, 
optimizing LLM performance

Docling Team. Docling [Computer software]. https://github.com/docling-project/docling

Area N. Questions

Main Business Activity
Framing of the intermediary and business model.

7

Corporate Organization
Structure of the AML function and the roles of 
corporate bodies

10

Risk Self-Assessment
Internal process for assessing ML/TF (Money 
Laundering/Terrorist Financing) risk.

15

Reporting and Controls
Activities carried out by the AML function and the 
controls performed.

9

Governance and Procedures
AML management at the level of governance, 
processes, technological developments, and 
interactions with authorities.

17

Tot 58

on-prem open-source 
annotation tool



Extraction and Verification

• Hybrid retrieval*: BM25 + domain-tuned BGE-m 
embeddings (Reciprocal Rank Fusion)

• LLM extraction: Mistral Small 3.1**, guided by few-shot 
examples, extracts answers, links to sources → 
transparency & traceability

• Verification: LLM checks each answer is fully supported by 
retrieved context

• Segmentation & configuration: stateless, chunk size 
1,024 tokens, 5 chunks per question

• Outcome: Verified Q&A set per intermediary, ready for 
structured report generation

** Mistral-Small-3.1-24B-Instruct-2503

*BM25 + domain-tuned BGE-m3 embeddins, (4-epoch AdamW fine-tuning with contrastive 
loss on 2,100 Q&A pairs, validated on 300 pairs) combined with Reciprocal Rank Fusion 

answer from 
chunks

Retrieved chunks

Retrieved chunks answer

Supported by 
context?

RAG & Verification Workflow

https://huggingface.co/mistralai/Mistral-Small-3.1-24B-Instruct-2503
https://en.wikipedia.org/wiki/Okapi_BM25
https://huggingface.co/BAAI/bge-m3
https://dl.acm.org/doi/10.1145/1571941.1572114


Summary Report Generation

Convert Q&A pairs 
into structured 
AML/CFT report 
sections

Extraction Proces

Extraction Process

Extraction Process

Extraction Process

Source Verification

Source Verification

• Input: Verified Q&A pairs, report topics

• Process: Synthesize into structured sections (Activity, Organization, 
Risk, Controls, Governance); generate interactive HTML report 

• Interactive Sections: Expandable Q&A pairs per section

Every synthesized data point is 
traceable to the original source.

Summary Report Workflow





• Key experiment insights:
• Hybrid retrieval + fine-tuned embeddings improved

NDCG@10 by 26% over BM25 and +15% over pretrained
• Segmentation critical for optimal LLM performance: Best

configuration with Stateless, CS 1024, Top-5*

• Qualitative**:
• ~80% of generated answers useful
• Hallucinations reduced from 3% → 0%
• New relevant information discovered

• Summary Report Evaluation**:
• RAISE vs. Copilot Chat (May 2025)
• Criteria: readability, completeness, adherence to source 

data
• RAISE outperformed baseline in completeness & 

readability, with strong source fidelity
Criterion RAISE COPILOT Δ R − C

Readability 4.17 3.66 +0.51

Completeness 3.60 2.80 +0.80

Data
Adherence 3.66 3.57 +0.09

Overall Score 3.81 3.34 +0.47**7 intermediaries were selected, each representing a specific type

Retrieval System NDCG@10
Hybrid BM25 + bge-m3 (fine-tuned) 0.67
Hybrid BM25 + E5-small (fine-tuned) 0.64
bge-m3 (fine-tuned) 0.64
Hybrid BM25 + MiniLM (fine-tuned) 0.61
Hybrid BM25 + bge-m3 (pre-trained) 0.58
E5-small (fine-tuned) 0.60
MiniLM (fine-tuned) 0.57
bge-m3 (pre-trained) 0.55
BM25 (baseline) 0.53

* Tested configurations: Block vs Hierarchical segmentation; chunk sizes 1024, 2048, 3072; 
top-k retrieval 5, 10, 20; QA mode stateless vs stateful (20k token memory) evaluated with EM, 
ROUGE, BERTScore, and F1 on test set

Category %

useful for 
analysts 79.8

Truly Incorrect
Answers 8.3

False Negatives 11.9

Retrieval Performance (NDCG@10)

RAISE vs. Copilot Report Evaluation**

Answer
Quality 
Breakdown**

Results



Key Benefits and Constraints

• Speed: Reports completed in 15–20 minutes per 
intermediary

• Time savings: ~30% reduction in analysis time 
(≈400 person-days per cycle)*

• Coverage: Detects details not immediately obvious 
to analysts**

• Traceability & Security: Full on-premise operation, 
sources fully auditable

• Constraints: No real-time interaction, Input 
dependency, Annotation, Model constraints

* Based on internal analyses conducted on the reports and self-assessments of the different categories of supervised intermediaries.
** A qualitative analysis on 7 intermediaries showed an average increase of 16% (median) in information automatically extracted by RAISE compared to manually annotated data.



Conclusions

• AI can significantly improve the efficiency of 
AML/CFT document reviews.

• RAISE is a robust and transparent system
developed entirely on-premise.

• Already delivered dozens of high-quality 
reports in 2025.

• Next steps: extension and full operational 
deployment in 2026.
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