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Today I want to discuss what I see are some key differences in how monetary policymakers think about the economy and set policy, relative to the pre-crisis period.

I want to focus on three major changes.

First, structural questions like the level of the neutral interest rate have become at least as important as cyclical questions like the size of the output gap.

Second, monetary policy has more tools than it had before. And, thinking beyond monetary policy, central bank policy has added even more tools.

Third, there currently is an asymmetry in the power of monetary policy: our ability to ease further is significantly smaller than our ability to tighten.

I will discuss these in turn, and then consider the implications for how we set monetary policy in the future. I will conclude with some remarks about the current outlook.

1. **Structural vs Cyclical questions**

We now spend relatively more of our time on structural questions like the level of the neutral interest rate, or $r^*$, than on cyclical questions like the size of the output gap.

Previously, we mostly worried about the output gap. The neutral rate and productivity growth were believed to be fairly stable.

Policy roughly followed growth. With a fairly stable level of potential output growth, high growth meant the output gap was shrinking, and would lead to interest rates going up. Low growth meant the output gap was widening, and interest rates would go down.

The early phase of the crisis was still about the output gap. It was so big that interest rates could not be lowered enough.

But recent years have seen the output gap closing, and policy rates still remaining at or near the historical lows.

The discussion is now about forces that will require low rates even when the output gap is closed, or at least much smaller than before. That is a debate about the neutral rate, or $r^*$. 
This is a topic I have previously discussed on several occasions. I first emphasised several long term determinants of real rates, which I labelled the 3Ds: debt, demographics and the distribution of income. More recently I showed how we can also think about low frequency changes in equilibrium real rates, from a finance and risk perspective, by linking them to precautionary savings and macro-economic tail risk. These are not separate explanations. Rather, they are different ways of looking at the same problem.

The real risk-free rate is a fundamental variable in the economy that is potentially linked to every other aspect of the economy. In technical terms, it is potentially a function of all “state variables” (fundamental factors) that determine all the equilibrium outcomes. It is therefore all too easy to run into the circularity of general equilibrium when discussing what explains real rates. “Real rates are low because demand is weak” or “demand must be weak because real rates are low”.

The appeal of the 3Ds is that, to different degrees, they seem to be fundamentals that determine, but are not initially determined by, real rates (this is particularly true of demographics and income inequality), and so the circularity is avoided to a large degree. This is rare in macroeconomics, and is purely the result of how persistent these factors are. This comes at a cost: because they move so slowly, it is difficult to determine empirically their impact on the economy. This is also why, until very recently, these were not variables that policymakers or monetary economists paid much attention to.

How can we map the 3Ds into the finance and risk story? To explain this it is worth remembering that the finance and risk story boils down to saying that real rates will be lower: the higher is aggregate patience (a time preference parameter); the lower is the expected consumption growth rate; and the higher is consumption risk (measured by higher volatility, fat tails and more downside skew). So, to do the mapping, we just need to explain how the 3Ds may affect one or more of these factors.

In the case of demographics, there is an increase in the supply of savings when the population ages, such that there are more individuals at a high savings stage of their life-cycle. There is a further increase in the supply of savings that results from an increase in longevity without a commensurate increase in the pension age, so that more savings are required to sustain consumption in retirement. The link to risk is that pensioners, having to rely only on investment income, are typically more risk-averse than those in work, so will have a preference for safer assets. In other words, they will tolerate a lower risk-free rate (compared to those in work) to avoid the investment income risk associated with riskier assets.

In the case of debt, I have in mind a story of credit cycles, debt overhang and fragility: during periods of high growth expectations, or financial innovation, credit growth is high and economic growth is strong. Eventually,

---

1 See Vlieghe (2016a).
2 See Vlieghe (2017b).
3 The relevant variable here is the cumulated stock of savings held, not the period by period flow of savings, as explained in more detail in e.g. Lisack et al (2017).
4 Note that this mechanism is entirely independent of how many risk-free assets there are, there is no shortage. There is just a larger group of investors that are less able or willing to bear investment risk.
this process leads to the economy becoming more fragile, as highly indebted firms or households are increasingly sensitive to changes in income expectations. In a downturn, the economy weakens sharply as debt needs to be repaid.\textsuperscript{5} This pattern of long booms followed by sharp downturns implies a riskier economic environment (as measured by the fatness of tails and their downside skew) than one where the economy is less leveraged.\textsuperscript{6} Hence economies with strong credit cycles will have lower real interest rates on average, and in particular during the deleveraging phase of the cycle.

In the case of the distribution of income, a potential link to risk is as follows. As more income accrues to the top of the income distribution, it becomes concentrated among those with a low marginal propensity to consume. Interest rates need to fall just to sustain consumption at previous levels. Recent research shows that the impact is much larger if the income inequality is associated with increased individual income risk.\textsuperscript{7} The effect will be larger still if it occurs when nominal interest rates are close to their effective lower bound, because there is less scope for interest rates to offset the demand weakness, hence the economy risks falling into a prolonged period of weakness. The higher risk of that happening will itself feed back onto risk-free rates, making them lower still. Moreover, research for the US has shown that the income risk of the top of the income distribution, who disproportionally hold (and hence determine price of) assets in the economy, has been increasing in the last few decades.\textsuperscript{8}

\textbf{Figure 1: The Emergence of Fat Tails and Negative Skewness in Consumption Growth after 1914}\textsuperscript{1}

\begin{figure}[h]
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\caption{Smoothed density estimates of the distribution of annual real per capita consumption growth in the UK for the periods 1830-194 ("pre 1914") and 1915-2016 ("post 1915").}
\end{figure}

\textsuperscript{1} Smoothed density estimates of the distribution of annual real per capita consumption growth in the UK for the periods 1830-194 ("pre 1914") and 1915-2016 ("post 1915").

\textsuperscript{5} See references in Vlieghe (2016a, c). For a more recent model linking deleveraging and $r^*$, see Ferrero, Harrison and Nelson (2018).
\textsuperscript{6} See Brunnermeier and Sannikov (2014) and Jensen et al (2019).
\textsuperscript{7} See Auclert and Rognlie (2018) and Straub (2019).
\textsuperscript{8} See Parker and Vissing-Jorgensen (2009, 2010).
In previous work\textsuperscript{9} I have used the risk framework to explain changes in real interest rates over very long periods. I showed that we can use it to understand why real interest rates were above 3\% during the 19th century gold standard era, and closer to 1\% in the past 100 years. As shown in Figure 1, even though consumption growth was higher in the recent century, risk was higher as well (volatility, downside skew, fat tails) and this pushed real interest rates down. And the increase in risk can quantitatively explain the fall in average real interest rates.

Of course the 20th century was hardly a period of constant risk. So a natural follow-up question is whether this framework is useful for explaining variation in real interest rates within the past century, rather than just explaining the average.

I think the approach is promising, and I would like to share some results with you.

Recall that the approach in our earlier paper was that we estimate, using only consumption data, the parameters that determine macroeconomic tail risk, to check if they can explain average interest rates across the two very long sub-periods. There are five key parameters: the mean, the standard deviation, the probability of a jump or ‘tail event’ (which captures the potential occurrence of infrequent bad outcomes), the average size of a jump, and the uncertainty about the size of a jump.\textsuperscript{10}

As a simple first check, I now ask the following question. What if we just allow the probability of a bad outcome to vary over time? Would that be able to match the variation in real interest rates? The answer, shown in Figure 2, is yes. Just moving this one risk parameter around can match almost exactly the trend in real interest rates in the post-WWI sample.\textsuperscript{11} The range in which the parameter moves over the entire sample is \([0, 40\%]\), and less than 22\% in the period excluding World Wars. The expected fall in consumption (jump probability multiplied by the expected jump size, which is held fixed at 3.1\%) relative to the trend of 2\% is between \([0, -1.25\%]\), meaning that the expected consumption growth is never lower than 0.75\%. So these are not outlandish, never-before-experienced tail risks (see Appendix A.1 for details). In other words, because there are nontrivial effects of negative skewness and fat tails on the real interest rate required by a risk averse individual, we are able to explain a drop in real rates from 4.3\% before the crisis to -1\% without changing trend consumption growth, and with a fall in expected consumption growth from 2\% to only 1.25\%.\textsuperscript{12}

\textsuperscript{9}See forthcoming working paper Guimarães and Vlieghe (2019a) and Vlieghe (2017b).

\textsuperscript{10}The first two, the mean and standard deviation, determine the Normal or Gaussian part of the distribution. During the gold standard period, consumption growth was close to normal, so we only need these two parameters to describe risk. In the more recent period, consumption growth was fat-tailed and skewed. We therefore introduce the additional three parameters to describe the process that drives outcomes that are far away from the mean and are not part of the Normal distribution.

\textsuperscript{11}By trend in real rates we mean an exponentially weighted moving average, or constant gain update with gain of 0.25 (i.e. the smoothed version \(r_{it}^*\) of \(r_t\) is given by \(r_{it}^* = 0.75 r_{i,t-1}^* + 0.25r_t\), which is close to a simple 10yr moving average. The maximum real rate that can be generated by varying only the probability of jumps is given by the model implied real rate when no jumps can happen (zero probability), which is 4.33\%. The trend real rate was higher than that in only 9 years of the 102 years post WWI (1969-70, 1988-93 and 1998). In every other year we exactly match the trend real interest rate.

\textsuperscript{12}With only moderately high risk aversion of 14.5, not 50, which is what Marx, Mojon and Velde (2019) require to explain the fall in real rates as a function of increased TFP volatility.
Of course this approach is not particularly realistic. We are choosing the probability of the jump to match real rates, which is why we refer to this as a ‘reverse-engineered’ estimate. It merely says that variation in this one risk parameter can explain real rates, not that this is most likely.

Ideally, we would like to estimate these risk parameters based on observable data. The problem is that estimating the time-varying parameters of a distribution with fat tails is difficult. There are techniques for estimating time-varying means and standard deviations. But time-varying tail-risks are more difficult because they do not happen very often. If I observe a bad outcome, is that a really unlikely outturn from a normal distribution, or is it a realisation of a tail risk outcome? One needs a lot of data to tell the difference. For this reason we switch to quarterly data, to have more observations to differentiate between normal volatility and jumps. In the spirit of model averaging we use the average of several different windows, from 5 to 15 years using quarterly data from 1956Q1 to 2018Q1 (see Appendix A.2 for details).

Figure 3 shows the resulting quarterly equilibrium real rates estimates (red line) and the data (blue dotted line), including a simple trend real rate (blue solid line). We are reasonably successful in capturing the trend in real rates when we estimate the parameters on a rolling basis from consumption data alone. The sample
correlation is 72%.\textsuperscript{13} It is worth emphasizing that no real rate information was used in estimating the tail risk that determines the model implied real rate.

**Figure 3: Quarterly Rolling Estimates of Macroeconomic Tail Risk and Real Interest Rates\textsuperscript{1}**

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3}
\caption{Quarterly Rolling Estimates of Macroeconomic Tail Risk and Real Interest Rates\textsuperscript{1}}
\end{figure}

Source: Guimarães and Vlieghe (2019b).

\textsuperscript{1}: Dotted blue line shows quarterly real interest rates, measured as the 1 year nominal Gilt bond yields minus survey forecasts of 1 year ahead inflation; blue solid line is the exponentially weighted moving average of the data (with gain 0.05); red solid line is the real interest rate implied by the model using rolling window estimates of macroeconomic tail risk. See Appendix A.2 for details.

One difficulty in assessing the success of this rolling window approach is that it is backward looking. This means that it may be a good description for a homogeneous period but poor if there are significant 'regime' changes. Particularly if those changes are not as abrupt as the financial crisis, which leads to sharper changes in estimated tail risk.

To deal with this we divide our sample into different policy regimes. The UK was effectively in a Gold Standard regime before 1914. We consider the period of World Wars after the end of the Gold Standard from 1914-1949 as another regime. A third regime is the post-WW Bretton Woods period of fixed exchange rates from 1950 to 1971. The third period is the post Bretton Woods period of policy experimentation\textsuperscript{14} from 1971 to 1992, which we break up into the period of high and accelerating inflation (1973-1982) and the period of inflation stabilization (1983-1991). Next was the regime of inflation targeting

\textsuperscript{13} This is the correlation with a smoothed moving average of the real interest rate and the model implied real interest rate using our time-varying estimates of the tail risks using available quarterly real per capita consumption data (1956Q1 – 2018.Q1). The correlation drops to 52% using the raw interest rate data.

\textsuperscript{14} The UK policy regime was one of money targeting, with an evolution of which monetary target was aimed at, and then switched to exchange rate targeting.
and great moderation from 1992 to 2007. And finally the financial crisis and post-crisis recovery of 2008-2019 which has seen Bank rate at or near the effective lower bound (ELB).\(^{15}\)

In Table 1 we show the averages for each regime in the data (ex-ante, realised and smoothed ex-ante) and the reverse-engineered and the rolling estimate models. For the rolling estimate model prediction (last column) we only consider estimates that are based on data for that regime (which means using more estimates from short windows than longer ones, and sometimes excluding altogether the windows longer than 10 years).

Table 1: Real Interest Rates During Different Policy Regimes\(^1\)

<table>
<thead>
<tr>
<th>Regime</th>
<th>rf (annual data, expected)</th>
<th>rf (annual data, realised)</th>
<th>rf (annual data, EWMA expected)</th>
<th>rf (annual model, time-varying jump prob.)</th>
<th>rf (quarterly model, rolling consumption estimate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold Standard</td>
<td>1718-1913</td>
<td>3.3%</td>
<td>3.4%</td>
<td>3.3%</td>
<td>3.3%</td>
</tr>
<tr>
<td></td>
<td>(1.5%)</td>
<td>(3.5%)</td>
<td>-</td>
<td>(0%)</td>
<td>-</td>
</tr>
<tr>
<td>World Wars</td>
<td>1914-1948</td>
<td>-0.7%</td>
<td>-0.8%</td>
<td>-0.1%</td>
<td>-0.1%</td>
</tr>
<tr>
<td></td>
<td>(4.7%)</td>
<td>(7.7%)</td>
<td>(3.2%)</td>
<td>(3.2%)</td>
<td>-</td>
</tr>
<tr>
<td>Bretton Woods</td>
<td>1950-1972</td>
<td>1.6%</td>
<td>0.3%</td>
<td>0.6%</td>
<td>0.6%</td>
</tr>
<tr>
<td></td>
<td>(3%)</td>
<td>(2.5%)</td>
<td>(2.9%)</td>
<td>(2.9%)</td>
<td>-</td>
</tr>
<tr>
<td>Great Inflation</td>
<td>1973-1982</td>
<td>1.7%</td>
<td>-2.6%</td>
<td>1.8%</td>
<td>1.8%</td>
</tr>
<tr>
<td></td>
<td>(3.6%)</td>
<td>(4.6%)</td>
<td>(1.1%)</td>
<td>(1.1%)</td>
<td>0.6%</td>
</tr>
<tr>
<td>Great Disinflation</td>
<td>1983-1991</td>
<td>5.5%</td>
<td>4.6%</td>
<td>4.3%</td>
<td>3.7%</td>
</tr>
<tr>
<td></td>
<td>(2%)</td>
<td>(0.8%)</td>
<td>(1.4%)</td>
<td>(0.8%)</td>
<td>4.4%</td>
</tr>
<tr>
<td>Inflation Target</td>
<td>1992-2007</td>
<td>3.4%</td>
<td>3.3%</td>
<td>4.0%</td>
<td>3.8%</td>
</tr>
<tr>
<td></td>
<td>(1.3%)</td>
<td>(1.4%)</td>
<td>(0.9%)</td>
<td>(0.6%)</td>
<td>4.0%</td>
</tr>
<tr>
<td>post-Crisis</td>
<td>2008-2016</td>
<td>-1.0%</td>
<td>-0.5%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>(1.4%)</td>
<td>(1.2%)</td>
<td>(1.4%)</td>
<td>(1.4%)</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

Source: Guimarães and Vlieghe (2019a,b)

\(^1\)For each different sub-period (along the rows) the average and standard deviation (in parenthesis) are shown for: ex-ante real rate (column 1, annual data); ex-post real rate (column 2, annual data); the exponential weighted moving average of the ex-ante real rate (column 3, annual data); the model-implied interest rate from Figure 1 (column 4, annual data); and the model-implied interest rate from Figure 2 (column 4, quarterly data). See Appendix A.1 for details for column 4, and Appendix A.2 for details for column 5.

My tentative conclusion is that thinking about macroeconomic risks is a useful way to explain slow-moving, or low-frequency, variation in real interest rates. It is not much of a stretch, I think, to conjecture that elevated uncertainty from the global trade war and from the risks associated with Brexit, have led to an environment where downside risks are perceived to be more elevated than a couple of years ago, leading to an environment of even lower real interest rates, at least while the uncertainty is perceived to remain elevated.

\(^{15}\)Our choice of regimes is similar to Benati (2008). The main difference is that we break down the post Bretton Woods pre-Inflation Targeting regimes in two, similar to the treatment of the US in that period by Benati (2008), because real rates were dramatically different in that period (less so for inflation persistence, which is the focus of Benati (2008)), as can be seen in Figure 3 and Table 1.
2. Multiple tools

The second major change is the expansion of the number of tools the central bank has.

Monetary policy used to be about setting interest rates. Now it is about setting interest rates, and quantitative easing (QE), and forward guidance (FG), and other measures to improve specific channels of the transmission mechanism.

In trying to understand how QE and FG work, we have had to re-evaluate how monetary policy works more generally. Central bank balance sheet operations, reserves and liquidity have moved from being operational background details to being at the heart of our analysis of new monetary policy tools. Much work remains to be done in this area, but it is no longer ignored.\(^{16}\)

The one constant is our belief in the importance of expectations.\(^ {17}\) But how are expectations formed and how can we influence them? How do unconventional policies influence expectations? For that matter, how did conventional policy influence expectations? What is the role of central bank communications? This too, is an area where much work remains to be done.

Thinking beyond the toolkit of the Monetary Policy Committee to the toolkit of the central bank more widely, in the UK we have added micro-prudential and macro-prudential policy. Changing one of these levers has an impact on how much you change other levers. We have gone from thinking about central bank policy as “one instrument, one target” to “many instruments, many targets, many trade-offs”.\(^ {18}\)

The interaction between different policy levers is relevant for a much bigger picture debate, which is the nature of the mistakes that led to the financial crisis, and the nature of the mistakes, possibly, that are being made right now.

One argument says that the financial crisis was ultimately caused by policy rates having been kept too low, leading to an unsustainable build-up of leverage and risk-taking. Another argument is that interest rates were broadly fine. Instead, it was a failure of regulatory policy that sowed the seeds of the crisis, allowing – rather than causing – the build-up of leverage and risk-taking.

Similarly, some argue that current low rates are laying the foundations for the next financial crisis already, and rates should be raised despite the fact that inflation is generally below target levels. Others worry that raising rates prematurely will cause inflation expectations to drift even lower, risking “Japanification” everywhere. In which case, easy monetary policy with relatively tight regulatory policy are called for. I

\(^{16}\) See Piazzesi, Rogers and Schneider (2019), Cui and Sterk (2019) and Harrisson and Thomas (2019).

\(^{17}\) In previous speeches - Vlieghe (2016b, 2018b) – I have emphasized the importance of correctly measuring expectations is crucial in understanding how QE works.

\(^{18}\) See Broadbent (2018) and Cunliffe (2019) for a discussion of the interactions between monetary policy and macroprudential tools.
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associate myself with the latter, easy money and tight regulatory crowd, but I am always keen to hear the counter-arguments.

3. Asymmetry

The third change is the asymmetry in our ability to manage aggregate demand with monetary policy. While there is some scope for further stimulus should it be required, both via small further reductions in interest rates and via further asset purchases, I believe our ability as a central bank to stimulate spending is nevertheless significantly smaller than our ability to restrain spending, due to the proximity to the effective lower bound on interest rates, and the fact that asset purchases are an imperfect substitute for rate cuts, and are probably much less powerful when long term rates are already very low.

Let me delve into this in a little bit more detail. What determines the effective lower bound on interest rates? The reason there is any lower bound on nominal interest rates at all is because of the existence of paper money, which has a zero interest rate. This means banks will have an incentive to switch their reserves into paper money at low enough policy rates, and bank depositors will have an incentive to switch their bank deposits into paper money at low enough retail deposit rates. But that is only part of the argument about why nominal interest rates have a floor. Because banks earn their profits by charging more for loans than they pay on deposits, the floor on loan rates is constrained by the floor on deposit rates. If a central bank cuts interest rates so much that banks can no longer earn a sufficient spread between loan rates and deposit rates, because deposit rates cannot fall too much into negative territory before people switch to paper money, one of two things risk happening. Either banks will raise loan rates despite falling policy rates, or banks will stop making new loans altogether as their balance sheets shrink. Either way, the effect of lowering policy rates further becomes counterproductive.

At the Bank of England, my colleagues concluded already in 2009 that even though technically interest rates could go negative, in practice such low rates could cause some banks and building societies to become loss-making, undermining their longer-term resilience. The increases in resilience of the financial system since the crisis, and the ability of the MPC to use a Term Funding Scheme to reinforce the pass-through of rate cuts, means the consensus on the MPC has been that for the UK the effective lower bound is close to, but above, zero. And that continues to be my view as well.

This analysis rules out the idea of taking interest rates negative in the next downturn, unless we abolish paper currency, which I am not in favour of, as I have stated on the record before.

---

19 It was thought to be 0.5% in the period 2009-2016. A gradual change in the balance sheets of certain financial institutions and the introduction of the Term Funding Scheme led the MPC to conclude that it was "close to, but above, zero" in the MPC Minutes of the August 2016 meeting, available at https://www.bankofengland.co.uk/-/media/boe/files/monetary-policy-summary-and-minutes/2016/august-2016.
What other tools, other than cutting the policy rate to its effective floor, are available to monetary policy makers? We can buy more assets, both public and private, both of which we have done already. There are practical limits to how many tradeable assets we can buy, related to not wanting to hold too large a share of a single instrument in order to preserve liquidity. But there are also limits to the effective stimulus imparted by such asset purchases. Ten year government bond yields in the UK are around 0.5% right now. There is just not that much room for these yields to fall further. **Figure 4** shows how much lower yields are now relative to previous QE announcements, in particular QE1-QE3. In the limit, once the policy rate hits its effective lower bound and is expected to stay there for many years, such that longer term rates are also close to the effective lower bound, buying even more government bonds is unlikely to provide significant further stimulus.

Much depends, of course, on where those expectations of the future path of policy will be when the next recession hits.

**Figure 4: UK 10 year gilt zero-coupon spot yield**

![Figure 4: UK 10 year gilt zero-coupon spot yield](image)

Source: Refinitiv Datastream, Bank calculations.

In conclusion, on both interest rates and unconventional monetary policy, there is more we can do, but I believe the total monetary firepower is considerably less than we had in the period leading up to previous recessions.20

---

20 Irrespective of the magnitude of the multiplier from QE-induced changes in long term yields, before we had roughly 7-10 times more space than we do now: short term and long term interest rates were above 5%, and are now 0.75 and 0.5%, respectively.
The asymmetry around monetary policy has implications for how the economy behaves in the recovery, and how interest rates should be set in the recovery.

When considering a normalisation of interest rates, even with symmetric preferences around the inflation target, we must take into account the fact that we cannot respond to bad news as effectively as we can respond to good news. That should make interest-rate setters more patient than otherwise, when considering the appropriate time to put up interest rates.\footnote{I have previously discussed on multiple occasions the effect of this asymmetry on how quickly policy would need to be tightened; see Vlieghe (2016c, 2017a and 2018a). This is sometimes referred to as "risk management" argument for keeping interest rates lower for longer than if there were no asymmetry. See also Evans (2014) and Brainard (2015).} For me, this has been one of the arguments for a "limited and gradual" approach to raising rates in the past few years.

4. Some implications for future monetary policy

The low neutral interest rate, combined with an effective lower bound on the policy rate, raises questions about how we could react if there is another serious downturn in the coming years. I do not know when that will be, but given the history of business cycles, we can be sure there will be another recession at some point.

If the neutral rate is as low as I think it is, somewhere between 1% and 3% nominal, then it is quite likely that policy rates will still be very low when the next downturn arrives, and long-term yields will be low as well. So scope for rate cuts and QE stimulus will both be reduced, relative to the pre-crisis period. Simply put, if rates are only 2%, you cannot cut them by 500bp.

What other stimulus options are available?

In broad terms, there are two possibilities. One is to create more room for monetary policy. The other is to look outside the sphere of monetary policy.

Given my position as an MPC member who has been tasked by the government with achieving the 2% inflation target, I will be brief here. It is not for me to say what the MPC’s objective should be, or what the relative settings of monetary policy and other countercyclical policies should be. However, it is appropriate for me to warn of the risks that it may be more difficult to fulfil our mandate in the future with the current neutral rate and inflation target if we are hit by a recession similar to those in the past. We are not at the point where monetary policy has run out of ammunition, but the risk of that happening in the future has clearly risen relative to the pre-crisis period.

Some have suggested that central banks should raise their inflation target,\footnote{E.g. Blanchard, Dell’Ariccia, and Mauro (2010), Ball (2014).} so that the steady-state nominal interest rate is higher and can therefore be cut more when needed. Others have suggested

All speeches are available online at www.bankofengland.co.uk/news/speeches
increasing inflation temporarily in a downturn, by moving to a price level target or an inflation averaging policy, which would involve a period of higher inflation (and therefore lower real interest rates) until some specific conditions are met. There are downsides of course. Changes to the target might lead to a perceived higher risk that it might be changed again in the future, which is another way of saying inflation expectations might be less well anchored around a higher target. And temporary changes might not move inflation expectations much if the policy is insufficiently understood. Weighing the pros and cons of these options is a debate worth having, albeit not on the MPC.

Looking beyond monetary policy, another possibility is more active countercyclical fiscal policy. This can be plain vanilla fiscal policy, i.e. increasing government spending and/or reducing taxes, financed by government borrowing. Or it can be a joint monetary/fiscal expansion, so-called helicopter money where the additional government spending is financed by a permanent and irreversible gift from the central bank, rather than a loan, as is implicitly the case with QE.

Again, it is not for me to comment on the specifics of fiscal policy, but I do want to comment briefly on helicopter money, which would involve the central bank. I think it is useful to consider two cases of helicopter money. One is where the central bank pays interest on reserves, the other is where it does not.

If the central bank pays interest on reserves, helicopter money is really just a fiscal expansion, financed by interest-bearing reserves. Interest is still payable. It is not that this would make it ineffective, it is just that it makes it little different from debt-financed fiscal expansion, other than unnecessarily making the central bank more involved in fiscal policy.

If the central bank does not pay interest on reserves, helicopter money becomes quite a radical policy option. The reserve expansion associated with helicopter money will, mechanically, push interest rates to zero, for a period. Such an action would therefore effectively suspend, for a period, the policy instrument of the central bank. Moreover, control of interest rates would only resume once the nominal economy (and therefore

---

23 See for example Bernanke, Kiley and Roberts (2019).
24 See Woodford and Xie (2019).
25 Carney (2019a and 2019b) also discusses reduced monetary policy space and the consequent need for fiscal policy to play a greater role in responding to adverse shocks.
26 Countercyclical fiscal policy in a low interest rate environment is not a new or radical policy prescription, it is macro-economic orthodoxy that has recently been revived. That economies benefit from fiscal expansion when interest rates are zero is an idea that goes back to Keynes (1936), Hicks (1937). The fiscal policy revival has been promoted by, among many others, Blanchard (2019) and Resolution Foundation (2019).
27 If the central bank finances the government directly and without interest on the financing, the effective cost of government borrowing becomes the central bank policy rate. Some argue that this reduces the cost of government financing as that policy rate might be lower than what the government would pay on government bonds. I note that this is not currently the case in the UK, where short and medium term government bonds currently have yields below the policy rate. Even taking the post-crisis average, 3y government bond yields have been only 28bp above the policy rate, so the cost saving through this channel would be minimal. The cost saving relative to longer term bonds would be larger in a period of persistently low short-term interest rates, but if that cost saving is the objective, the government can achieve the same savings by borrowing short-term. Involving the central bank balance sheet is not needed for that.
28 The transaction is loss-making for the central bank (no interest received, and policy rate of interest paid). This might harm central bank credibility as it might be perceived to be under political pressure to keep interest rates lower than otherwise required to meet the inflation target, not just to help the government finance its debt, but to safeguard the central bank’s own solvency without having to ask the government for financial support.
reserves demand) had grown sufficiently to bring reserve demand and supply back into balance at a non-zero interest rate.

The only other way to regain control of interest rates would be to start paying interest on reserves, which puts us back into the previous case. If there is a credible commitment to pay no interest on reserves, the central bank would have no control over whether reserve market balance is restored via a lot of inflation and a little real growth, or the other way around. Such a policy would therefore also effectively suspend, for a period, the inflation target of the central bank. Suspending both the instrument and the target of the central bank effectively suspends central bank operational independence. As a policy intervention in order to push up inflation, I think there is a good chance it would work! The problem is, with no instrument, no target, and no independent central bank, it might create much more inflation than is desirable, and there would be a period of uncertain length during which monetary policy would be unable to control inflation.

I believe central bank operational independence has served us extremely well in keeping inflation low and inflation expectations anchored. In the post-Lehman decade, a far more tumultuous decade than the previous one, UK inflation still averaged 2.1%, very close to the 2% target. And inflation volatility was 1.3%. In the period between the end of World War 2 and the beginning of operational independence, on the other hand, inflation averaged 6.2%, with a volatility of 4.8%. Before we, as a country, give up central bank operational independence, I would suggest that, unless we find ourselves in a truly severe deflationary crisis, we try some less radical options first.

5. The outlook for the economy and monetary policy

Back in February I summarised the UK economic outlook as being governed by fading global tailwinds and intensifying Brexit headwinds. The net effect was that the outlook had deteriorated somewhat, and implied that any tightening of monetary policy would be slower than I previously judged. A tightening path would require no further slowing in global growth and some evidence of upward pay pressure leading to upward price pressure at home.

29 Gali (2019): “… monetary policy has to give up control of the nominal interest rate, instead adjusting the money supply in order to meet the government’s financing needs”.
30 See Vlieghe (2019a).
In July, my updated assessment was that the global outlook had deteriorated further as global political uncertainties and trade conflicts had continued to escalate, so that the global environment as well as Brexit uncertainty both represented headwinds to the UK economic outlook. It was no longer clear that the UK labour market was tightening further. A limited tightening path for monetary policy would require global growth to improve, and Brexit to be a smooth process later this year. I also highlighted that a different scenario was possible, involving a longer period of on-going Brexit uncertainty, where a deal is not agreed but a no-deal scenario is temporarily avoided. This would likely represent greater headwinds to the economy, and require a lower path of interest rates, than in a “smooth Brexit” scenario.

Since July, the outlook has deteriorated again. The global trade war (Figure 5) has taken a further toll on global business confidence and has hit global manufacturing particularly hard. There has been a meaningful adjustment in global monetary policy, actual and expected, but as the trade tensions are still escalating, it is too soon to tell which side is winning the tug of war: policy tailwinds or trade tension headwinds.

---

31 See Vlieghe (2019b).
Figure 6: Selected uncertainty measures (standardized)

Source: Refinitiv Datastream, Bank calculations.

Domestically, uncertainty related to Brexit remains elevated (Figure 6) While Brexit-related stockbuilding and other temporary factors are causing significant volatility in quarterly GDP growth, a range of other activity indicators suggest the underlying growth rate of the economy is now close to zero (Figure 7), with business investment declining outright and consumption growth slowing. The weak pace of underlying GDP growth is likely below the economy’s potential, an important change relative to the 2013-2017 period of growth above potential. In other words, previously the amount of economic slack was being reduced, whereas this year it is probably increasing again (Figure 8), which has a significant impact on the monetary policy outlook.

As before, the nature of Brexit as well as the evolution of global economy will be key determinants of the UK outlook for the economy and monetary policy. I continue to think that it is useful to consider, in broad terms, three possible scenarios.
A near-term Brexit deal that reduces uncertainty and gives businesses adequate time to prepare for any future changes in the UK-EU trading relationship might yet stimulate investment sufficiently to prevent the need for easier monetary policy, and put gradual and limited rate hikes back on the agenda, eventually.

A scenario of entrenched Brexit uncertainty is likely to keep economic growth below potential, and require some monetary stimulus.

Finally, a “no deal” Brexit is more likely to require monetary stimulus than tightening, but given that supply, demand and the exchange rate are likely to experience significant declines, the direction for interest rates is not automatic.

We will probably know in the coming weeks which of these scenarios will prevail. In all three scenarios, the MPC will take the necessary action to bring inflation back to its 2% target, from above or below, while supporting growth and jobs.
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A Appendix

A.1 Implied Time-Varying Macroeconomic Tail Risk

In Guimarães and Vlieghe (2019a) we note that real per capita consumption growth is close to log-normal in the period 1830-1914, while it is clearly nonlognormal in the period 1915-2016: it has negative skewness (-1.3) and fat tails (excess kurtosis of 6.8). We explore this variation in low frequency consumption tail risk to explain low frequency changes in asset prices. In particular we show that the increase in tail risk in the most recent century is key to explain a much lower risk-free real interest rate (from 3.3% on average before 1914 to 1.1% on average for the period after). We do this by estimating a jump-diffusion model of consumption described below, using consumption data alone for the period from 1915-2016.

In Figure 2 and column 4 of Table 1 in the speech we reverse engineer real interest rate data by allowing variation in the frequency of bad outcomes (jumps), which was estimated to match a long sample of consumption data. In other words, we take the estimated model of consumption growth for the period 1915-2016 (which did not use any asset price data) and allow one parameter of the model to vary in a way as to best fit observed real interest rates.

A.1.1 Data

The main data source for UK data is the Thomas, R. and N., Dimsdale (2017) "A Millennium of UK Data", Bank of England OBRA dataset, http://www.bankofengland.co.uk/research We use version 3.1. This dataset was initially constructed by Sally Hills, Ryland Thomas and Nicholas Dimsdale for the 2010 Q4 Quarterly Bulletin article 'The UK recession in context — what do three centuries of data tell us?'. It has since been greatly expanded and updated. For queries contact Ryland Thomas at ryland.thomas@bankofengland.co.uk.

All interest rate data are from spreadsheet A31. We use annual average of market prime commercial bill rate short rate as our base nominal short-term risk-free rate (column G), and use official bank rate (column C), as well as end-of year observations (columns F and B respectively) for robustness checks. Real consumption per capita use real consumption from spreadsheet A12 (column F) and population from spreadsheet A18 (column H).

Realized real interest rates are constructed using average calendar year short-term market interest rates and realized GDP deflator inflation (chosen because a longer sample is available than for CPI). Survey forecasts of expected inflation are available for the period after 1965. To build a measure of ex-ante real interest rates for the whole sample we consider different simple univariate measures of 1-year ahead expected inflation: rolling AR(1) processes with varying window lengths, constant gain learning with different gains, and exponentially weighted moving average with different gains. We select the measure that minimizes the mean squared error with respect to survey forecasts of inflation for the period the survey forecasts are available. For either CPI or the GDP deflator the chosen proxy for expected inflation is an exponentially weighted moving average \( \hat{\pi}_t = \hat{\pi}_{t-1} + g (\pi_t - \hat{\pi}_{t-1}) \) with \( g = 0.3 \). This is in line with the results in the literature, who show that simple models similar to the model chosen here perform better out-of-sample and match professional forecasters better than more sophisticated models. Our ex-ante measure of real rates uses this proxy of expected inflation for GDP deflator when surveys are not available and the survey forecasts of inflation from 1965.
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A.1.2 Model of Macroeconomic Tail Risk

The model for consumption growth is a simple jump-diffusion:

$$G_t = \alpha t + \beta B_t + \sum_{i=0}^{N(t)} Y_{t,i}$$  \hspace{1cm} (1)

where $G_t = \ln \frac{C_t}{C_0}$, $B_t$ is a Brownian motion, $N(t)$ is a Poisson counting process with jump intensity $\omega$ (which is the expected number of jumps per period) and $Y_{t,i}$ (the jumps) are i.i.d. random variables. We assume $Y \sim N(-\nu, \tau^2)$, where $\nu > 0$ indicates a negative jump. This model implies log-consumption growth $\Delta c_t$ is the sum of a normal component with mean $\alpha$ and variance $\beta^2$, and a mixture of normals component that, conditioned on the number of jumps being $n$ (which occur with probability $\frac{e^{-\omega}}{n!}$), has a normal distribution with mean $-n\nu$ and variance $n\tau^2$.

There are 5 parameters that determine the consumption dynamics: $\Theta = \{\alpha, \beta, \omega, \nu, \tau\}$. The parameters of the lognormal component, $\alpha$ and $\beta$, only affect the first and second moments, respectively. The jump parameters $\omega$ and $\nu$ affect all moments, whereas the uncertainty in jump size $\tau$ affects all moments beyond the first.

A.1.3 Estimation of Average Macroeconomic Tail Risk

We estimate $\Theta$ by minimizing the discrepancy between the empirical probabilities and model implied probabilities:

$$\Theta^*_i = \arg \min_{\Theta} \int (p_i(x) - p_\Theta(x))^2 dx$$

where $p_i$ denotes the empirical probabilities for sample $i$, and $p_\Theta$ the model implied probabilities for parameter $\Theta$. The model implied probability of observing consumption growth below $x$ is given by

$$p_\Theta(x) = \Pr(c_t \leq x | \Theta) = \sum_{n \geq 0} \Pr(c_t \leq x | n, \Theta) = \sum_{n \geq 0} \phi \left( \frac{x - (\alpha - n\nu)}{\sqrt{\beta^2 + n\tau^2}} \right) \frac{e^{-\omega} \omega^n}{n!}$$ \hspace{1cm} (2)

where $\phi$ is the normal cumulative distribution function (CDF).

For the post-WWI period we find $\Theta_{\text{post}1915}^* = \{0.02, 0.0219, 0.1275, 0.031, 0.07\}$. With this jump process we expect to see 1 jump every 7.8 years ($1/\omega$), and when the jump occurs its average size is only -3.1%. Given trend consumption growth is 2%, this implies that when a jump occurs, we expect a mild recession (-1%), not a disaster. With these parameters for the jump-diffusion the model closely match consumption growth for the entire period 1915-2015. This process implies a mean rate of growth of 1.6%, volatility of 3.5%, skewness of -1.4 and excess kurtosis of 8.4, close to what is seen in the data (when we take into account the small sample moments from this model, the match is even closer). We show that with reasonable preference parameters (time discount of 3%, risk aversion of 14.5) we can match average real interest rates for the entire period of 1915-2016 (as well as the average real interest rates for the period 1830-1914 using $\Theta_{\text{pre}1914}^* = \{0.008, 0.018, 0, 0\}$ for that period, which implies lognormal consumption growth closely resembling what we observe in that earlier period).
A.1.4 Implied Time-Varying Probability of Jump

We then allow the tail risk to be time-varying in a simple and parsimonious way to see whether the required variation in macroeconomic tail risk to match the time series of real interest rates is ‘reasonable’: we keep every parameter fixed except the jump intensity $\omega$, which we allow to vary in order to match real interest rates variation with that period (subject to $\omega \geq 0$). We are therefore only allowing the incidence of nonlognormal shocks (jumps) to change, not the characteristics of these shocks (which have an expected size of -3.1%, with standard deviation of 7%). Instead of matching the high frequency variation in real rates, we match a simple empirical measure of trend real interest rates, an exponentially weighted moving average with gain of 0.25: $\hat{r}_t = (1 - g)\hat{r}_{t-1} + gr_t$ with $g = 0.25$. The results are shown in Section 5.4 of Guimarães and Vlieghe (2019a).

The takeaway from this simple exercise is that we can capture most of the variation in real rates quite well with reasonable implied macroeconomic tail risks (see Figure A1 below). In particular, the recent fall in real rates is explained by a fall in growth rates from 2%, with no tail risk, during the Great Moderation to an expected growth rate of 1.3% combined with an increase in tail risk. Since our jump risks are moderate shifts, this shows that we do not need to believe in a dramatic permanent fall in equilibrium growth or that investors are currently more worried about a dramatic disaster risk. Concerns about lower growth, captured by a small shift in the mean and a more negative skew, as seen in surveys of professional forecasters, can explain the fall in real rates.
A.2 Estimated Time-Varying Macroeconomic Tail Risk

The time-varying aspect of macroeconomic tail risk described above (and used in Figure 2 and column 4 of Table 1) is derived such that (by construction) we match the time series of real interest rates. So while the average macroeconomic tail risk for the period 1915-2016 was estimated from real per capita consumption growth alone, the time-varying risk is reverse-engineered from this average risk to match real interest rates. We now describe how we adapt the estimation of the jump diffusion model to derive time-varying macroeconomic tail risk from consumption data alone. This is ongoing work (Guimarães and Vlieghe (2019b)).

A.2.1 Rolling Window Estimation

We now wish to estimate $\Theta^*_t$ for each period $t$. The challenge in doing so is that it is very challenging to estimate jumps with small samples. This is why we used very long samples in Guimarães and Vlieghe (2019a). To overcome this, we switch to quarterly data, since higher frequency observations are useful to identify jumps and volatility (whereas for the mean what matters is the length of the sample, not the frequency). We use all available quarterly real per capita consumption data, which is the sample 1956Q1-2018Q1. To try to control the instability in estimates from small samples, we consider model average of estimates from different rolling windows, from 5 to 15 years (20 to 60 quarters, for 11 different estimates) for each $t$. Hence our first estimate is for 1970 (1956 + 15 years)

If we denote $\Theta^*_{t,k}$ the parameter estimate using data from $t - k$ years to $t$, then our estimate for time $t$ is given by

$$\Theta^*_t = \frac{1}{11} \sum_{k=5:15} \Theta^*_{t,k}$$

where $\Theta^*_{t,k} = \arg \min_{\Theta} \int \left( p_{t,k} (x) - p_{\Theta} (x) \right)^2 dx$.

The time series of $\Theta^*_t$ is shown in Figure 3. We also considered the median of estimates, but they are nearly identical (see Figure A2). These estimates are by construction backward looking, which might explain why it seems to lag real interest rate data.

A.2.2 Averages for subperiods (‘regimes’)

The averages shown in column 5 of Table 1 are not the average of the $\Theta^*_t$ as defined above. The reason is that this would include estimates with data outside the specific ‘regimes’. For example, $\Theta^*_{1992Q4}$ would be based almost entirely on data in what we call the great disinflation period (1983-1991) and would even include data from the previous period, what we called the great inflation period (since the estimate $\Theta^*_{1992Q4,15}$ would include data from 1978.

Instead, the averages shown in column 5 of Table 1 only include the estimates $\Theta^*_{t,k}$ such that $t - k$ is within the regime of interest. This means that the averages for the regimes are on average based on shorter samples (there are more 5 year estimates than 6 year, than 7 year, etc). In fact, except for the inflation target regime, for most regimes there are no 15 year window estimates.
Figure A2: Real Interest Rates Implied by Rolling Estimates of Macroeconomic Tail Risk