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Abstract 

In this paper, we focus on Granger causality tests in the presence 
of regime shifts or structural breaks. We show that when the as­
sumption of parameter constancy is violated, due to the occurrence 
of structural breaks, Granger causality tests can provide mislead­
ing inference about the underlying relationship of causality. We 
consider a Bayesian model for the detection of structural breaks 
which can make Granger causality tests 'robust' to the presence 
of structural instabilities in the sample. An application of the 
method to the Canadian series of GNP and Ml is presented. 
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1 Introduction 

One of the basic assumptions for the use of Granger causality 
tests in econometrics is the stationarity of a vector autoregressive 
(VAR) time series representation. By stationarity, the absence 
of trends, seasonal components and structural instabilities in the 
sample period is generally meant. We look in this paper at the per­
formance of the tests when the hypothesis of parameter constancy 
(that is absence of structural instabilities) is violated. 

In a simulation study, Liitkepohl (1989) has demonstrated 
that Granger causality tests may provide quite incorrect inference 
about causality relations in the presence of structural changes. As 
long as Granger causality tests are tests for 'zero restrictions' on 
parameter estimates obtained by fitting a linear regression model 
to the data, the tests provide useful tools of analysis under the 
assumption of parameter constancy; in the presence of structural 
breaks, however, the linearity assumption in the regression equa­
tions of the VAR system can lead to the estimation of a mispecified 
model. This may strongly affect the outcome of Granger causality 
tests, leading to erroneous conclusions about causality. 

A main argument of the paper is that the pitfalls of Granger 
causality tests may be avoided if the number and the dating of the 
breaks would be known, as the tests could be safely applied in those 
subsamples where no structural instabilities are detected. The 
problem of making Granger causality tests robust to structural 
breaks may be seen therefore equivalent to the problem of how to 
detect the breaks statistically. 

A popular approach for the detection of structural breaks is to 
rely on predictions tests, as described in Liitkepohl (1989, 1991). A 
test statistic can be derived by comparing postsample predictions, 
obtained by estimating the model up to a certain date, with actu­
ally observed values after that date, over a fixed forecast horizon. 
Although prediction tests can work well in applications, they fail 
to address the key question of making inference about the dating 
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of the structural change; indeed, these tests require that a date is 
fixed a priori as a candidate for a structural break. To have a list 
of dates for structural breaks which are 'data driven', that is not 
selected on the basis of prior information, we consider a Bayesian 
model for the detection of. structural changes. The model, which 
is an adaptation of the approach introduced by Kashiwagi (1991), 
uses switching regressions to derive posterior probabilities for dif­
ferent dates to be structural changes in the sample. 

The remainder of the paper is organised as follows. In Section 
2 we simulate a bivariate VAR system in which the first endoge­
neous variable does not Granger-cause the second, but the second 
does Granger-cause the first. We allow both for a fixed and an 
abrupt change of the constant terms in the VAR representation 
and evaluate how the true causal structure emerges in the two dif­
ferent cases. We confirm the results obtained by Liitkepohl (1989) 
that structural instabilities have a substantial impact on Granger 
causality tests. However, we also make clear why the ability to de­
tect the dating of the structural breaks is important for a correct 
inference on causality relationships. In Section 3 we focus on the 
problem of detecting the dates of the breaks. We consider vari­
ous procedures such as recursive Granger causality tests, piecewise 
linear scatterplot smoothing, and Bayesian detection of structural 
breaks. In Section 4 we present an application to the Canadian 
series of income and money, quarterly data from 1955:1 to 1977:IV, 
analysed by Hsiao (1979) 'and Liitkepohl (1989). Section 5 sum­
marizes and concludes. 

2 A Simulation Study 

Following Liitkepohl (1989), we consider the design in which Yt 
and Xt are generated by the model 

Yt 

Xt 

III + (lnYt-l + (l12Xt-l + Vlt, 

112 + (l2lYt-l + (l22Xt-l + V2t, 
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with t = 0, 1, . . .  , 100, J.L1 = J.L2 = 0, 0::11 = 0::22 = 0.5, 0::21 = 0.0, 
and 0::12 = ±0.5. The equation errors Vlt and V2t are independent 
standard normal variates. We notice that x is not Granger caused 
(N GG) by y in the above design, but y is Granger caused by 
x. The parameter 0::12 governs the relation between the series. 
When 0::12 > 0, an upward sloping OL8 regression line well fits 
the scatterplot of the two variables. The opposite is true when 
0::12 < o. 

Replicating the design 100 times, with initial values Xo = Yo = 

0, we estimate the VAR(l) model given by equations (1)-(2). We 
define pairwise Granger causality tests as usual by the null hy­
potheses 

H01: 

H02: 

0::21 = 0, 

0::12 = 0, 

Xt NGG by Yt, 

Yt NGG by Xt. 

(3) 

(4) 

At each replication, we compute the p-values associated with the 
t-test statistics of the null hypotheses HOl and H02• We also run 
a second experiment, in which we allow for an upward shift in the 
mean of the series, occurring at t = 50, from J.Li = 0 to J.L� = 1, 
i = 1, 2: A sample realisation of the pairs Xt, Yt, obtained in the 
four different cases, is shown in Figure 1. The results of the Monte 
Carlo experiment are summarised in Table 1. 

We recall that according to our design HOl is true and H02 is 
false, that is correct inference is made upon causality if H 01 is not 
frequently rejected, but H02 is frequently rejected. It is interesting 
to see from Table 1 that in the absence of regime shifts, this is 
actually the case: H 01 is rejected in a very small percentage of 
cases, and H02 is rejected in 100% of the cases, regardless whether 
0::12 is positive or negative. In the presence of a single regime shift 
in both series, rather different results are obtained. HOl is now 
rejected too frequently, especially when 0::12 is negative. 
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Figure 1: Plots of one realisation of the simulated series Xt (solid 
line) and Yt (dashed line) in the Monte Carlo experiment. (a) no 
regime shift, a12 > 0; (b) regime shift, a12 > 0; ( c) no reglme 
shift, a12 < 0; (d) regime shift, a12 < o. 
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Table 1: Frequency of rejection of H Oi. 
No regime shift Regime shift 
HOl H02 HOl H02 

(t12> 0 4% 100% 59% 100% 

(t12 < 0 5% 100% 92% 100% 

The numbers reported in the table are the frequency of rejection 
of HOi, i = 1, 2, at 5% critical level. Recall that HOl is true, 
and should therefore be rejected in 5% of the cases; H02, on the 
other hand, is false, and should be rejected in 95% of the cases. 
Unsatisfactory outcomes in the table are in bold. 
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We also notice that H02 is rejected in 100% of the cases, that is 
correct inference is maintained concerning the direction of causal­
ity from Xt to Yt. 

The above results are clearly consistent with those derived by 
Liitkepohl (1989). The natural question arising from the simula­
tion exercise is though: Why does the simple presence of a shift 
in the mean of the series leads to incorrect inference upon causal­
ity? The scatterplots of the sample series displayed in Figure 2 
provide some help to answer the question, by giving the intuition 
of why Granger causality tests can lead to misleading results in 
the presence of structural breaks. 

Even though the scatterplots are on a contemporaneous cor­
relations, they shed light on causality tests (Le. on lagged condi­
tional behaviour) as they make clear that in the context of the 
classical linear regression model the point estimates of the param­
eters representing the relationship between a pair of time series 
can be strongly biased in the presence of structural changes. We 
notice for example that when Q12 < 0, the scatterplot of Xt ver­
sus Yt is well fitted by a downward sloping regression line in the 
absence of regime shifts (Figure 2c). In the presence of a regime 
shift, however, the upward jump occurring in the mean of the se­
ries makes that two clusters of points are fitted, in a way that the 
OLS regression line becomes positively sloped (Figure 2d). 

As a result of the bias in the point estimates of the model, 
the t-statistics (or F statistics) on the significance of the lags in 
the VAR model, that is Granger causality tests, are unreliable. 
The failure of Granger causality tests simply reflects a problem of 
functional form mispecijication in the V AR estimation. 
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Figure 2: Scatterplots of the serIes plotted in Figure 1. (a) no 
regime shift, a12 > 0; (b) regime shift, 012 > 0; ( c) no regime 
shift, 012 < 0; (d) regime shift, au < O. 
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The above considerations suggest that a correct inference on 
the basis of Granger causality tests in the presence of regime shifts 
can be made when the number and the dating of the regime shifts 
in known. In this case, the following strategies are available: 

• the original series is purified by the structural break (made 
stationary or 'detrended') by substracting local mean values 
computed within the appropriate subsamples or regimes (1-
50 and 51-100 in our experiment). Granger causality tests 
are performed on the transformed series obtained in this way; 

• Granger causality tests are performed within sub-samples 
where no structural instabilities have been detected; 

• dummy variables refiecting the regime shifts are included in 
the VAR estimation. 

In Table 2, the results of Granger causality tests are reported 
according to the above mentioned strategies. The results indicate 
that a correct inference about the direction of causality can be 
made by Granger causality tests when taking structural breaks 
into account. Moreover, the central issue is: How to detect the 
dating of the structural changes? 

Table 2: Granger causality tests under different strategies. 
Samples: 1-100 1-50 51-100 Detrended Dummy 
a12 > 0 p-value p-value p-value p-value p-value 
Xt NGC by Yt 0.11 0.60 0.28 0.63 0.82 
Yt NGC by Xt 0.00 0.00 0.00 0.00 0.00 

a12 < 0 p-value p-value p-value p-value p-value 
Xt NGC by Yt 0.02 0.98 0.42 0.40 0.64 
Yt NGC by Xt 0.00 0.00 0.02 0.00 0.00 
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3 Detection of Structural Breaks 

3.1 Recursive Granger Causality Tests 
A natural way to check for the presence of structural changes (but 
not to identify their dating or location) is to perform recursive 
Granger causality (RGC in short) tests. In the simplest case of a 
single shift in the mean of the series, and two endogenous variables 
Yt, Xt, RGC tests are implemented by estimating the VAR system 
with a dummy matrix which is a function of the dating of the 
structural break. Denoting by j(l) the date of the break, the 
VAR representation to be estimated from the data is 

Zt = JLj(l) + Zt-1Al + ... + Zt-pAp + Et, t = 1, ... , T (5) 

where Zt = (Yt :Xt), Ai'S are 2x2 matrices and JLj(l) is a (T-p)x2 
design matrix containing ones and z'eros in the first j(l) rows of 
the first and second columns respectively, and zeros and ones in 
the remaining T - j (1) rows. 

Equation (5) can be estimated recursively for j(l) = 1, . .. , T­
p - 1, and the p-values of Granger causality tests can be calculated 
at each recursion. Evidence of the presence of at least one struc­
tural break is detected if the p-values indicate contrasting conclu­
sions about the direction of causality, depending on the dating of 
the change point, j (1). 

It is useful to report the results of RGC tests for the series 
plotted in Figure 1(  c)-( d). The p-values concerning HOl are shown 
in Figure 3. We notice that in the case of no structural break HOl 
is never rejected, whereas in the presence of a structural break 
the hypothesis that Xt is not Granger caused by Yt is incorrectly 
rejected at 10% significance level whenever j(l) < 43 or j(l) > 58. 
Because inference about the direction of causality changes with 
the location of the dummy variable, this presents evidence for the 
occurrence of a structural break. 
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Figure 3: p-values of the null hypothesis HOl, obtained by Granger 
causality tests when estimating a VAR(1) model with a dummy 
variable shifting over time. Note: the results refer to the series 
reported in Figure 1 ( c )- ( d). 
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3.2 Scatterplot Smoothing by Switching Regressions 
Representing hypotheses tests within the classical linear regression 
model, Granger causality tests suffer from the drawbacks typical 
of the linear regression model, in particular the fact that 0 L8 
estimates are not robust with respect to outliers or groups in the 
data. The problem of the simple linear regression model is that 
an attempt is made to fit the scatterplot of two series by a simple 
straight line. 

The linear regression model may be made more flexible by al­
lowing for changes in the relationship between variables, by means 
of the switching regression model 

Yt = Oi+,BiXt+et, j( i)+l < t < j( i+1), i = 0, . . . , n, (6) 

with j(O) = 0, j( n + 1) = T and et f'V NID(O, (72). The idea is 
that a classical linear model with given parameters holds within a 
regime, whereas the same linear model, but with different param­
eters, holds in different regimes. The switching regression model 
represents a useful tool for smoothing the scatterplot of two se­
ries by means of a piecewise linear fit, in order to avoid functional 
form mispecification leading to biased parameter estimates in the 
model. 

In the context of switching regressions, a natural method for 
detecting the structural changes in the relation between two vari­
ables is to look for the pie�ewise linear fit minimising the residual 
sum of squares. For the series Xt, Yt plotted in Figure 1(  d), for 
example, fitting equation (6) with n = 1 and j(l) = 3, . . . , T - 3 
we obtain the results reported in Figure 4. Not surprisingly, the 
smallest residual sum of squares is obtained in correspondence of 
j(l) = 50, that is the true change point is actually detected. 

3.3 Bayesian Detection of Structural Changes 
On the basis of the switching regression model of equation (6), a 
Bayesian approach may be used to derive posterior probabilities 

15 



0 N • 

0 IQ .., 

0 • ..., 

0 0 ..., (/) (/) 0:: 0 OD N 

0 N N 

0 
� 

0 · 
-0 10 20 30 40 50 60 70 80 90 100 

j(1 ) 

Figure 4: Smoothing the scatterplot of Figure 2( d) by the switch­
ing regression mod�l of equation (6) with n = 1 change point 
placed at j(l) = 3, . . . , 97. The best fitting (smallest residual sum 
of squares) is obtained for j(l) = 50, which is the true location 
of the structural change in the relationship between the two vari­
ables. 

for different dates to be structural changes in the relationship be­
tween two variables. Within a segmented trend framework, that 
is in the particular case that t (time) replaces Xt as a predictor in 
equation (6), such an approach has been proposed by Kashiwagi 
(1991). 

Given a pair of time series Zt = (Xt, Yt), prior probabilities 
are assigned to the event that there are n structural breaks in 
the relationship between the series and to the conditional event 
(conditional to n) that the breaks are located at j(l), j(2), ... , 
j(n). Posterior probabilities are derived by combining the sample 
information obtained when fitting the switching regression model 
with fiat priors, through the Bayes theorem. Formally, the events 
are defined as 
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J : joint event that the scatterplot of Yt versus Xt contains (i) n 
change points, (ii) at j(l), j(2), ... , j(n); 

b: event that there are n change points in the scatterplot, i.e. n 
structural changes in the relationship between the two vari-
ables; 

, 

c: conditional event that, given the scatterplot of Yt versus Xt 
contains n change points, these are located at j(l), j(2), ... , 
j(n). 

As in Kashiwagi (1991), we denote by peN = nlz) the posterior 
probability that there are n breaks, for n = 0, 1, ... , n, where n is 
the maximum number of breaks allowed for, which cannot exceed 
t = T -1. We also denote by p( Jtlz) the posterior probability 
that a structural break actually occurs at time t. 

Since fiat prior probabilities are assumed in the model, any 
number of change points, from 0 to n, has the same probability to 
occur; moreover, change points may occur at all possible combi­
nations of the 'i' dates with equal probability. Denoting w(b) and 
w( c) the priors, we have therefore 

1 web) = , n + 1 

( 
) _ 1 _ n!(T-n)! w c 
� et - T! ' 

(7) 

(8) 

where er stands for the combination of t elements taken n by n. 
It is pointed out by Kashiwagi (1991) that in a Bayesian con-. . 

text the integrated likelihood of J is approximated by the expo-
nential of the so called predictive log-likelihood 

f(zIJ) = J ... J f(zIJ, O)w(O) dO � exp{P L}, (9) 

where 0 is the parameter vector and the predictive log-likelihood, 
P L, is an information criterion (that is a quantity representing a 
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trade-off between goodness of fit and number of parameters in the 
model) defined as (see Kashiwagi, 1991, for details) 

PL = _ 

T 
_ 

T 
1n(27r0'2) _ 

T(k + 1) 
. (10) 2 2 T-k-2 

For the switching regression model, k = dim ( 6) is the number of 
parameters estimated in equation (6), and &2 the residual sum 
of squares of the regression divided by T. By Bayes theorem, 
posterior probabilities peN = n/z) are given by 

peN = n/z) = 
p(z/b)w(b) 

= 
p(z/b)w(b) 

, p(z) Z::=op(z/b)w(b) 
(11) 

with 

p(z/b) = 2: J(z/J)w(c), (12) 
On 

where f!n is the set of all possible models with n change points. 
We note that peN = n/z) is a function of p(z/b), and that p(z/b) 
is derived from equations (8), (9), and (10). The posterior proba­
bilities for different dates being change points are derived by 

with 

n 

p(Jtlz) = 2:p(Jtlz,b) ·p(N = nlz), 
n=O 

(J I b) = 
"" (J(zIJ)w( C)) 

p t z, . � p( z I b) , 
n,t 

(13) 

(14) 

where f!n,t, for given nand t, is the set of all possible models with 
n change points and one change point located at time t.I 

lWe note here that p(z lb) is the sum of predictive likelihoods p(c lz)w(c) , obtained when estimating the switching regression model for all possible com-
binations of change points (On), for a given n. p( J lz, b) , instead, is the sum of 
the predictive likelihoods obtained when estimating the switching regression 
model for all combinations involving the same t (On,t), normalised by p(z lb) . 
Details of the algorithm for the derivation of the posterior probabilities are 
given by Kashiwagi (1991) and Bianchi (1995), Chapter 2. 
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For the simulated series of Figure 1( d), the posterior proba­
bilities p( Jtiz) obtained by the Bayesian approach are reported in 
Figure 5. Observation number 50 is clearly detected as the date 
of the structural break. 
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Figure 5: Plots of the posterior probabilities p( Jtlz) obtained by 
the Bayesian model. 
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4 Canadian GNP and Ml Series 

We present in this Section an application of the methods described 
in Section 3 to the series of gross national product (GNP ) and 
money supply (M1) in Canada. 

The series of income and money for Canada, West Germany 
and the United States (quarterly data from 1955:1 to 1977:IV) 
were analysed by Liitkepohl (1989), who found no structural break 
in the West Germany and the United States series after 1973:11, 
according to standard prediction tests. A structural break was 
detected, however, in the Canadian series. Moreover, Granger 
causality tests led to different conclusions about the direction of 
causality for Canada, depending on whether the last ten observa­
tions in the sample were included or not in the estimation. In the 
former case, but not in the latter, �M1 was found to cause �GNP 
at 10% significance level. 
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Figure 6: Growth rates of GNP (solid line) and M1 (dotted line) : 
quarterly data from 1955:11 to 1977:IV. 

20 



The annual growth rates (first differences of the series in logs) 
of the Canadian money supply and income series analysed by Hsiao 
(1979) and Liitkepohl (1989) are shown in Figure 6. In the fol­
lowing, the methods of Section 3 are employed on these series, 
starting with RGC tests. If the conclusion obtained by Liitkepohl 
concerning the presence of a structural break is true, we expect 
to find that the p-values of the tests vary a lot with the location 
of the dummy variable. The results reported in Figure 7 confirm 
this presumption. In fact, the p-values of the test increase substan­
tially when estimating the model with a dummy variable placed 
in between observations 58 and 66. This suggests the presence of 
at least one structural break in the series. The p-value of the null 
hypothesis that �M1 is not Granger caused by �GNP is highest 
when estimating a VAR(l) model with a dummy variable placed 
at j(l) = 63, which corresponds to the quarter 1970:IV. When 
allowing for a change in the constant terms of the V AR system 
occurring in 1970:IV, the series of income and money are causally 
independent according to Granger causality tests. 

Turning next to the switching regression model 

(15) 

where j(  i) + 1 ::; t < j( i + 1) for i = 0, . . . , n, we look for the best 
piecewise linear fit of the scatterplot of �GNPt versus �M1t, for 
different numbers of break points, n = 0, 1, ... , ft, with n = 3. We 
obtain the results reported in Table 3. The piecewise linear fits 
derived for n = 0, 1, 2 according to the best fitting change points 
of Table 3 are shown in Figure 8. 
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Table 3: RSS of switching regressions 
R'l j(1) j(2) j(3) RSS 

n=O - 86.04 0.04 
n=1 63 (1970:IV) 71.52 0.21 
n=2 70 (1972:111) 77 (1974:11) 63.84 0.29 
n=3 7 (1956:IV) 24 (1961:1) 70 (1972:111) 57.34 0.36 

Minimum values of RSS when fitting switching regressions with 
different number of change points. Note: results have been ob­
tained for the series standardised (we subtracted the mean and 
divided for the sample standard deviation). 

It is interesting to compare the way the scatterplot of LlGNPt 
versus LlMlt is smoothed by piecewise linear fits when assuming 
the occurrence of a different number of structural changes. If no 
break is assumed, a positive relation holds between income and 
money, represented by the upward sloped regression line of Fig­
ure 8(a). Higher growth rates in the money supply are associated 
with faster rates of economic activity. Assuming the presence of 
a structural break in 1970:IV, however, we obtain two regression 
lines, fitted respectively in the subsamples 1955:II-1970:IV and 
1971:I-1977:IV. These lines are almost parallel to the x-axis, in­
dicating no significant relationship between money and income 
growth rates. It is also suggested that, similarly to our simu­
lated example, the positive relationship discovered between LlGNP 
and LlMl when excluding the presence of a structural break can 
be the result of fitting two clusters of points in the scatterplot 
of the two variables, corresponding to observations generated by 
two different regimes. If two structural breaks are assumed, more 
structure appears in the scatterplot of LlGNPt versus LlMlt (see 
Figure 8c), with a negative relationship emerging in the subsam­
pIe from 1972:II1 to 1977.IV; the main results, however, remain 
qualitatively unchanged from the case of a single structural break. 
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Figure 8: Piecewise linear fit obtained when assuming a different 
number of change points. (a) n = 0; (b) n = 1; (c) n = 2. 
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Posterior probabilities derived with the Bayesian approach con­
firm the presence of a single structural break (see Table 4) identi­
fied at observation number 63, i.e. 1970:IV (see Figure 9). Predic­
tion tests for structural change also strongly indicate 1970:IV as a 
structural break. The results presented in Table 5, in particular, 
make a comparison between 1973:II, the date suspected of being 
a change point by Liitkepohl (1989) on the basis of prior informa­
tion (the date before the first oil shock), and 1970:IV, the date 
suspected of being a change point by our data-driven analysis. 
The results validate that 1970:IV is more likely to be a structural 
change than 1973:II. A similar conclusion also appears from Fig­
ure 10, where a substantial upward jump in the value of the series 
is apparent after 1970:4.2 

Finally, the results of Granger causality tests reported in Ta­
ble 6 indicate that .6.Ml and .6.GNPt are causally independent 
when taking the break at 1970:IV into account. This is sharply 
in contrast with the conclusion that .6.Mlt causes .6.GNPt at 1% 
significance level, which would be derived on the basis of Granger 
causality tests when estimating the model using all the available 
observations. 

2In fact, the average growth rate of GNP in the subsample 1955:1-1970:IV is 
1.85% versus a mean rate of 3.23% in the subsample 1971:1-1977:IV. Similarly, 
the growth rates of money supply in the two subsamples are 1.14% and 2.79% 
respectively. 
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Table 4: Post. probabilities 
n p(N = n lz) 
o 0.02 
1 10.371 2 0.34 
3 0.27 

Bayesian posterior probabilities for the number of breaks, obtained 
estimating the switching regression model with a maximum num­
ber of ft, = 3 change points. 
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1(') 

Figure 9: Bayesian posterior probabilities p( Jt\z) obtained esti­
mating the switching regression model, with a maximum number 
of n = 3 change points. 
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Figure 10: Canadian GNP and M1 series with two candidate dates 
for a structural change: 1973:2 (the date of the oil shock) or 
1970:4 (the date detected as a change point by piecewise scat­
terplot smoothing). 
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Table 5: Prediction tests for structural change 
1973:II 1970:IV 

Date Date 
One Several One Several 

period periods period periods 
1974:III 0.67 0.66 1971:1 0.94 0.93 
1974:IV 0.98 0.91 1971:II 1.00 0.98 
1975:1 0.98 0.98 1971:111 0.99 0.98 
1975:II 0.82 0.97 1971:1V 0.99 0.99 
1975:II1 0.35 0.95 1972:1 0.88 0.98 
1975:IV 0.21 0.90 1972:11 0.85 0.97 
1976:1 0.09 0.85 1972:111 0.96 0.97 
1976:11 0.24 0.79 1972:IV 1.00 0.99 
1976:111 0.36 0.73 1973:1 1.00 1.00 
1976:IV 0.31 0.64 1973:11 1.00 1.00 

p-values of F prediction tests for structural change computed as 
described in Liitkepohl (1991), Chapter 4, Section 4.6. Note: we 
reject at 5% significance level the null hypothesis of stability for 
values bigger than 0.95. The results have been obtained estimating 
a VAR(l) model, using MulTi (1992). 

Table 6: Income-Money causality tests 
Ho 
�GNPt NGC by �M1t 
�M1t NGC by �GNPt 

55:11-77:IV 55:11-70:IV 71:1-77:IV 
0.01 0.47 0.15 
0.07 0.39 0.96 

p-values of Granger causality tests obtained by estimating VAR(l) 
models in different subsamples. 
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5 Conclusions and Extensions 

We have investigated in this paper the impact of structural breaks 
on Granger causality tests. As in Liitkepohl (1989), we have found 
that the impact can be remarkable. The pitfalls of Granger causal­
ity tests can be avoided, however, by detecting the number and 
the dating of the structural changes. 

The device that we have considered for the detection of the 
structural breaks is the Bayesian approach developed by Kashi­
wagi (1991 ). The Bayesian model prescribes to combine likeli­
hoods obtained by fitting a large number of switching regressions 
with fiat prior probabilities, in order to derive posterior proba­
bilities of different dates for being structural changes in the rela­
tionship between a pair of time series. This information is taken 
into account by testing for Granger causality in the appropriate 
subsamples, where no structural instabilities can be found. 

We have presented two applications of the procedure, the first 
concerning a simulated series, the second concerning Canadian 
quarterly series of income and money from 1955 to 1977. In the 
former case, we have found that the Bayesian model can detect the 
true change point by associating to it the highest posterior prob­
ability. In the latter case, we have detected a structural break 
occurring in 1970:IV, but not in 1973 (the date of the first oil 
shock), as prior information would have suggested. When taking 
the structural break of 19�O:IV into account, strong evidence has 
been found that money and income in Canada are causally inde­
pendent over the periods 1955:II-1970:IV and 1971:I-1977:IV. 

Two major extensions of the baseline model considered in the 
paper would require: (i) to relax the assumption of independent 
and identically distributed disturbances in the switching regres­
sion model, allowing for the presence of autocorrelation, and (ii) 
to tackle the problem of causality in the presence of structural 
instabilities for systems of more than two equations. The case of 
breaks in slope parameters rather than abrupt shifts in the mean of 

29 



the series, on the other hand, can be treated within the proposed 
switching regression model. 
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Appendix 

Data and programs. The Canadian GNP and M1 series are 
derived from Hsiao (1979). The following programs, written in 
the GAUSS language, were used to derive the results in the paper. 
The programs are available upon request from the author. 

File 

luetk.prg: 

var.prg: 

varl.prg: 

ols-rec. prg: 

ssbayes5 . prg: 

ols-fi t. prg: 

Output 

Results reported in Ta­
ble 1. 

Results in Table 4. 

Figure 3 and 7. 

Figure 5 and Table 3. 

Figure 5 and 9. 

F:'igure 2 and 8. 
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