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Abstract 

In this interim study, we compare a number of methods for seasonal 

adjustment of the monetary aggregates published by the Bank .  The 

methods considered are G LAS, STL, X-l l  ARIMA and STAMP. The 

performance of the different methods is evaluated on the monthly series 

of M4 and its five counter parts. We also present some evidence from 

simulation experiments. The aim of this interim work was to provide 

an init ial comparison of the four methods against agreed criteria. It 

has been published to stimulate discussion . Follow up work wil l  seek 

to reach a conclusion about the most appropriate seasonal adjustment 

method for the Bank of England to apply to these series. 
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1 Background and Scope 

Over the period September 1 99 1 - May 1 992 a Working Party on Sea­

sonal Adjustment was convened by the Bank 's Chief Economist , Mr M A 

King, with the aim of providing "an analysis of the seasonal adjustment 

procedure currently in use in the Bank of England, and to compare its 

propert ies with other practical methods" (see Working Party, 1 992,  page 

5 ) .  It was the aim of the Working Party to provide illustrations of the 

properties of the different procedures, as well as to summarise the main 

findings in a non-technical report . 

As in the Working Party (1 992) , it is the purpose of this study to 

evaluate different approaches to seasonal adj ustment , using similar cri­

teria and guidel ines to j udge the performance of the different methods .  

However , our study differs from the Working Party (1992) in the  fol low­

ing respects : 

• We concentrate our attention on the seasonal adjustment of month­

ly, rather than quarterly data. 

• We consider four methods for seasonal adjustment ,  GLAS,  STAMP, 

STL and X-l l  ARIMA ,  the latter two of which were not consid­

ered in the Working Party. We also test a more recent release of 

STAMP (version 5 .0 ) ,  which allows the joint seasonal adjustment 

of multiple time series. 

• We evaluate the performance of the different methods within a 

"live-test" , by monitoring the results on a month-by-month basis, 

over the period October 1 994 - June 1 995 . 

• We present some evidence from a small simulation study. 

The goal of our study is to put forward a framework for seasonal 

adjustment that can constitute a basis for further work and discussion . 

Thus, it is not the objective of the present study to make a final re­

commendation about which seasonal adjustment method should be used 

by the Bank of England. This will involve a deeper investigation, the 

results of which we hope to be able to report in due course . 
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2 Introduction and Motivation 

Seasonal adjustment removes regular effects from a time series in order 

that more fundamental components such as the trend and the business 

cycle can be identified more easily. The aim of seasonal adjustment 

procedures is to decompose the actual series Yt into a seasonal and a 

nonseasonal part. We often have the decomposition 

t = 1 ,  ... ,T ( 1 )  

where Tt is the trend (or trend-cycle) , St is the seasonal and tt is the 

irregular component or remainder. 

It is recognised in applications that the series in the original scale , 

Yt, may not satisfy the additivity assumption of equation ( 1 ) .  A scale 

transformation of Yt, say Y�p), is considered leading to the decomposition 

(2) 

A popular class of scale transformations is the class of power transfor­

mations 
if p> 0 
if p = 0 
if p < 0 

(3) 

With p = 1 ,  the decomposition is purely additive, that is no transforma­

tion is actually needed to achieve additivity ;  with p = 0, the decomposi­

tion is purely multipl icative, i .e .  logs are required to ensure the additivity 

property.l After the series in the transformed scale has been seasonally 

adj usted, the estimated unobserved components are transformed back 

to the original scale by the inverse transformation 

if p> 0 
if p = 0 
if p < 0 

(4) 

1 In applications , the value of  p i s  selected which minimizes the interaction between 

the trend and the seasonal , to prevent the situation in which the seasonal component 

has amplitudes that depend on the trend. This is done by computing a t-statistic for 

the interaction term in a non-additive model and choosing the power that makes the 
t-statistic as close to zero as possible. See Cleveland, Devlin and Terpenning ( 1981 ) 

for details. 
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where Vt can be any of the components above (trend, seasonal , irregu­

lar, etc .). Sometimes ,  an additional component is also included in the 

decomposition, called the calendar component , Ct , designed to capture 

the composition-of-the-month (or trading day) effects. This leads to 

the representation 
(5)  

where the calendar component is  estimated by the linear regressIOn 
model 

7 

Ct = L ukdk(t) (6 )  
k=l 

where dk is a matrix with seven columns. For monthly series , the first 

column reports the number of days in the t month,  so that Ul repre­

sents the month-length effect; the remaining six columns represent the 

number of Saturdays ,  Sundays , Mondays , Tuesdays, Wednesdays and 

Thursdays minus the number of Fridays. The coefficients U2,···, U7 

capture the composition-of-the-month ,  or trading day effects. 2 

The task of seasonal adjustment is to get an estimate of the seasonal 

St in equation (2 ) ,  or the seasonal and the calendar St and Ct in equa­

tion (5) .  In order to remove the variation in the data due to the seasonal 

component, a definition of seasonality is required; we l ike the definition 

given by Cleveland ( 1983) ,  page 106 :  

When seasonally adjusting a series, in isolation, without as­

cribing the seasonal variation to some specific cause, the best 

we can do is simply say that we want to remove variation at 

and near the seasonal frequency {1 cycle per 12 months for 

2The Ok's are estimated by robust regression techniques {M-estimators} and 
plugged into equation (6) to obtain an estimate of the calendar component Ct. Esti­
mates of the o's are obtained from a regression where the dependent variable , given by 
the irregular component series obtained from an initial seasonal adjustment decom­
position, is regressed on the set of explanatory variables given by the number of days 
in a month ,  the number of Saturdays, Sundays, Mondays, Tuesdays, Wednesdays and 
Thursdays normalized by the number of Fridays. Once the calendar component has 
been estimated, it  is removed from the original series, and a second decomposition 
is run on the original series minus the calendar effects ( thus, removing trading day 
effects and the seasonal adjustment cannot be done simultaneously, but it is rather 
a two-stage process) .  

9 



monthly data with a yearly seasonal component) and its har­
monics; just what "near" means is and must be somewhat 
arbritary.3 

The outline of the paper is as follows. In Section 3 we give a brief 
overview of the approaches to seasonal adjustment considered. In Sec­
tion 4 we put forward the criteria used for the evaluation of the different 
approaches, while in Section 5 we present the data set. In Sections 6-
7 we present the main results. Section 8 summarises and draws some 
interim conclusions pending further work. 

3 Overview of the Methods 

The methods considered in this study are GLAS (a method developed 
by the Bank of England in 1992 - see Young, 1992 - based on a smooth­
ing procedure by Lane, 1972), X-l l  ARIMA (Dagum, 1988), STAMP 
(Harvey, Koopman, Doornik, and Shephard, 1995) and STL (Cleveland 
et. a l. 1990). An overview of the methods is given in the following para­
graphs. For details, readers are referred to the above mentioned papers. 

GLAS: GLAS stands for "General Linear Abstraction of Seasonality". 
It represents the package currently used at the Bank of England for sea­
sonal adjustment of the monetary series. Seasonal adjustment is per­
formed by GLAS in two steps. In the first step, the trend of the series 
is constructed using a moving-average of data with a triangular shaped 
weighting pattern covering approximately two years (23 months or 7 
quarters) . In the second step, the trend of the series is subtracted from 
the actual values, and the seasonal pattern is built up from the residual 
series by smoothing like-month or like-quarter observations - i.e. all 
January values, all February values etc.4 As for the trend component, 

3 The concept of variation is defined in terms of power spectrum at different fre­
quencies and by harmonics it is meant seasonal wavelengths of 6, 4, 3, 2 .4 ,  2; see 
Cleveland ( 1 983) for details. 

4These are called the 'monthly sub-series', the series composed of all values ob­
served in the same month, over different years. 
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smoothing is achieved by means of a moving-average with triangular 
weighting pattern with a seasonal window width of approximately half 
a year (5 months or 3 quarters) . 

The number of points used in the moving average estimation of the 
trend and the seasonal components, called respectively seasonal and 

trend window widths, are the only two parameters to be selected in 
G LAS. These parameters, denoted by n! and nt respectively, govern 
the 'degree of smoothness' of the implied trend and seasonal estimates. 
In particular, increasing nt makes the trend smoother, whereas increas­
ing n! makes the curve fitted to the monthly sub-series smoother. By 
construction, n! and nt are odd integer numbers. 

It is important to understand how an estimate of the trend at a given 
point in time, say to, is obtained in GLAS. Given the trend window width 
nt, the set of nt nearest neighbour points in time to to (including to) is 
identified. Let's call this set N(to). Define the triangular weighting 
function 

k I (u) - { ( 1  - lul) 
9 a! -

0 
for t E N (to) 
otherwise, (7) 

where u = (to - t)/nt , then observations Yt E N(to) are assigned neigh­
bourhood weights Wt = k gla! (u) / L: k gla! (u). The estimated value of the 
trend at time to is simply calculated as the weighted average 

T(to) = L WtYt· 
tEN(to) 

(8)  

As an example, suppose we want to estimate the value of the trend 
at time to = 4 by averaging the nearest nt = 7 points (including the 
observation at time to). The set of nearest neighbour points to to is 
N(to = 4) = {1,2,3,[!J, 5,6, 7}. Calculating the distances Ut = (4 - t)/7 
for t = 1 ,  . .. , 7, we derive the set of weights kg/a! (u) = 1 - lutl that, 
normalised to sum to one, give: 

Time Index (t) 1 2 3 4 5 6 7 
kg/as(u) 0.570 0.710 0.860 1 0.860 0.710  0.570 
Wt 0 .108 0 . 135 0 . 162 0 . 189 0 . 162 0 . 135 0. 108 
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The biggest weight is given to the observation at the evaluation point to , 

whereas weights proportionally decrease as we move away in time from 
the evaluation point, in either directions. The trend estimate is given by 
T(to = 4) = O.108Yl +O.135Y2 +O.162YJ +O.189Y4 +O.162ys +O.135ys +O.108Y7. 

An appealing feature of G LAS is its simplicity, which is clearly under­
lined by the example above. Another strength of GLAS is that an al­
gorithm is employed to determine the weights at the end points of the 
series, based on the theoretical work by Lane (1972). At the end points 
of the series, progressively more assymetric versions of the triangular 
weighting pattern are used. The model developed by Lane (1972) de­
scribes how to derive the weights such that the amount of revisions to 

the trend and the seasonal estimates for each period as later data be­

come available is minimised. This "Lane minimum revision algorithm" 
is applied in GLAS. 

STL: STL stands for "Seasonal-Trend decomposition based on Lo­
wess" , where Lowess (sometimes called Loess) stands for "LOcally WEi­
ghted Scatterplot Smoother". STL shares the same basic principle (or 
philosophy) as GLAS, namely the idea of nonparametric regression, or 
locally weighted averaging of the data. However, STL has a number of 
differences. 

First of all, STL exploits a different function to calculate the local 
weights in the series. The tri-cube weight function 

for t E N(to) 
otherwise, (9) 

is used in STL as a replacement for equation (7). With reference to the 
example in the previous paragraph, the weights obtained by the tri-cube 
function are 

Time Index (t) 
wt(GLAS) 
wt(STL) 

1 2 3 4 5 6  7 
0 . 108 0 . 1 35 0.162 0 . 189 0.162 0 . 135 0. 1 08 
0 . 1 22 0. 1 45 0 . 155 0. 156 0 . 155 0 . 145 0 . 1 22 
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The weights Wt employed by G LAS and STL are shown in Figure 1. It 

is evident that STL attaches weights which decay much more slowly as 

we move away from the evaluation point. 

Secondly, an estimate of the trend (or the seasonal ) at to is not 

obtained , in STL , by simply plugging the weights into equation ( 8 ) ;  

rather, i t  i s  obtained by fitting a polynomial of degree d by weighted least 

squares, using the weights derived from equation (9). Three possibil ities 

are available in practice ,  called local constant fitting (d = 0) , local linear 

fitting (d = 1) and local quadratic fitting (d = 2); for trend estimation 

we can either have local l inear or quadratic fitting ( i . e .  dt = 1 or dt = 2) , 
whereas for the seasonal we can have either local constant or local l inear 

fitting ( i . e .  d� = 0 or d� = 1 ) .  If we want to have a trend estimation 

with local quadratic fitting, for example, STL calculates the values of a, 
b, and c - a, b, c respectively - which minimise the weighted residual 

sum of squares 

RSS(to ) = L Wt·(Yt-a-bt-ct2 )2, 
tEN(to) 

and then it derives the trend estimate at to as 

T( to) = a + b . to + c . t�. 

(10) 

Thirdly, an iterative estimating procedure (called backfitting algo­

rithm) is employed in STL .  A preliminary estimate of the seasonal is 

derived by smoothing the monthly sub-series by a Lowess smoother with 

a seasonal window no! . Then , the 12 separate smoothed sub-series are 

recomposed , and the long-term trend stil l present in these series is re­

moved by a Lowess smoother with a trend window nt. The backfitting al­

gorithm alternates between the estimation of the seasonal and the trend 

until convergence is reached , usually after a smal l  number of passes . 5  

5Such an iterative process can, however, b e  incompatible with the balancing con­
straint. In other words, this advantage of STL over G LAS may be lost in the presence 
of direct ( or ex-ante) balancing. In fact, a solution to this problem has been sug­
gested by Cleveland et. al. ( 1990), section 5 .2 ,  page 69, but implementing it would 
require considerable amount of programming. 
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GLAS STL 

.. :s 

I � I d 

!!! 

Figure 1 :  Neighbourhood weights Wt given to observations Yt E Nt for 
the fit at to = 4 with nt = 7, using the triangular (G LAS) or the tri-cube 
(STL) weighting functions . 

The use of iterative weighted least squares ensures the robustness of the 

procedure; this means that outl iers do not have the effect of distort­

ing the estimate of the trend and the seasonal components in STL . The 

robustness property also provides the basis for the estimation of trad­

ing day effects (the calendar component et in equation 5) by means of 

standard robust regression methods (see Cleveland and Devl in ,  1982, for 

detai ls) . 

In summary, STL shares with G LAS the nonparametric approach 

to seasonal adjustment . Four parameters are selected in STL, includ­

ing the seasonal smoothing window n3, the trend smoothing window nt, 
the degree of polynomial fitting for the seasonal and the trend ,  d3 and 

dt respectively. A diagnostic plot, called the seasonal-irregular plot, is 

generated with the STL decomposition which can be used as a guide to 

select a 'suitable' value of n3.6 For a given value of n3, nt is automati-

6 The plot helps to decide how much of the variation in the series should go into 
the seasonal and how much should go into the irregular component . See Cleveland 
et. al. ( 1 990) for details. 
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cally chosen in  a way that the trend and the seasonal do not compete  for 

the same variation in the data.7 The selection of the degree of the poly­

nomial for the trend estimate depends, in many cases , on the underlying 

pattern of the data. If the trend of the series has a gentle curvature with 

few local maxima and minima, local l inear fitting (dt = 1 )  is appropriate . 

Quadratic fitting can be used otherwise. Local l inear fitting is generally 

used for the estimate of the seasonal - that is d� = 1 .  

X-II A RIMA: X- 1 1  ARIMA is a package for seasonal adjustment 

which represents an improvement over the X 1 1  method developed by 

the Bureau of Census in the sixties. The X- 1 1  method carries out the 

decomposition into trend ,  seasonal , and irregular by applying a series 

of weighted moving averages . In this respect, the method falls into the 

same family of nonparametric methods as GLAS and STL. Moreover ,  

a back-fitting algorithm analogous to  the  one employed in STL is also 

implementated in X- 1 1 . A key difference exists however in the weighting 

function adopted in X-1 1 ;  neither the triangular nor the tri-cube func­

tion is used , but the so called "Henderson fi l ter" with nt = 43 points for 

the trend estimation and a moving trimmed mean of length n� = 9 for 

the monthly sub-series.8 

The fol lowing steps are implemented in X- 1 1  to obtain the seasonal 

adjustment (see Working Party, 1 992, page 22) : 

(a) A preliminary estimate of trend is obtained as a moving average 

of the original series. 

(b) A preliminary estimate of the seasonal-irregular component is ob­

tained by subtracting the preliminary trend in step ( a) from the 

original series. 

I This result is achieved by a frequency domain analysis called by Cleveland et. a/. 
'Eigenvalue Analysis' - see Cleveland et.a/. ( 1990) for technical details. As a result 
of such a consistent smoothing, the estimate of the trend component obtained in 
STL is not an output of the procedure. The purpose of the trend estimate is simply 
to facilitate the extraction of the seasonal component. This implies that getting a 
desirable trend-cycle interpretation requires a trend post-smoothing, that is a Lowess 
fit to the adjusted series, as discussed in Cleveland et.a!. ( 1990). 

8These default values can of course be changed by the user. 
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(c )  Preliminary seasonal factors are obtained by smoothing the sea­
sonal - i rregular values for corresponding months with a moving 
average . 

(d )  The preliminary seasonal factors are centred , that is they are made 
to sum to zero over any 12 successive months. 

(e) The preliminary seasonally adjusted series is obtained by subtract­

ing the centred seasonal from the original series . 

(f) A revised estimate of trend is obtained as a moving average of the 

prel iminary seasonally adj usted series calculated in step (e) . 

(g) A revised seasonal-irregular is obtained by subtracting the revised 

trend estimate in step (f) from the original series. 

( h )  Revised seasonal factors are calculated from the revised seasonal­

irregular as in step (c) and centred as in step (d) .  

( i )  The final seasonal adjusted series is obtained by subtracting the 

seasonal factors in step (h )  from the original series . 

As in GLAS and STL ,  the strength of the local average smoothers in 

the X-l l method is in their local nature, ensuring that observations in 

the distant past would be adjusted slightly or not at all when a new 

observation is made available . Their weakness is in the high variabi l ity 

associated with the adjustments to the most recent observations, due to 

the use of asymmetric  moving averages to obtain an adjustment at the 

end points of the series. This has led to the development of the X- l l  

ARIMA method (Dagum ,  1988) whereby the series is forecasted using 

a seasonal ARIMA model ; the X-l l smoothing operations are then 

applied to the extended series. In this way, symmetric fi lters can also be 

used at the end points, and smaller revisions can usually be obtained . 

X 1 1-ARIMA is the recommended package of the Government Statistical 

Service.  
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STAMP: STAMP employs the idea of structural time series model ling 

where the unobserved components in equation (2)  are assumed to follow 

wel l-defined stochastic processes. A fairly general form for the trend 

component is given by 

Tt = Tt-1 + Tt-1 + Vt ( 1 1 ) 

with 

Tt = Tt-1 + 'Ut ( 1 2)  

where v and 'U are zero mean white noise processes with variances u} 
and u; . If u; = 0 ,  no stochastic slope is specified for the trend .  For the 

seasonal component,  the stochastic process is given by 

St = -St-1 - ... - St-�-l + ht ( 1 3) 

where s is the frequency of the data (for example, s = 12 for monthly 

data) and ht is a white noise process with variance u� . A more sophisti­

cated model for the seasonal is obtained by a set of trigonometric terms 

at the seasonal frequencies (see Harvey, 1 989, section 2 .3 .4 ) . 

The variances of the error terms, u; , er}, u; , u� , are called the hy­

perparameters of the model . The hyperparameters play in STAMP the 

same role that the seasonal and the trend window widths (n3, nt) play in 

G LAS, STL and X-l1  ARIMA;  they govern the amount of smoothing 

in the construction of the trend and the seasonal estimates . The bigger 

the value of the variance u} relative to u� (the variance u� relative to 

u;) , the more are past observations discounted in constructing the trend 

(seasonal) pattern for the forecast function . In this sense, we can define 

in STAMP nt f"V qT = UT/U( and n� f"V qs = U5/U(, where qT and qs 

are called the q-ratios for the trend and the seasonal components . The 

weighting pattern in STAMP, for given values of the hyperparameters , is 

shown in F igure 2. It emerges from the figure that weights are still non­

zero ( though close to zero) for observations far away from the evaluation 

point (t = 37 in our plots) ; weights attached to some observations are 

negative. 
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Figure 2 :  Weights (on the y-axis) employed by STAMP for the trend 
( left panel) and the seasonal ( right panel) components of a monthly 
time series at time t = 39. 
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The appealing feature of STAMP is that the smoothing parameters 

(nt and n$ ) are estimated by maximum likelihood.  The smoothing pa­

rameters are thus endogenously determined, rather than fixed a priori; 

moreover, these hyperparameters can (and usually will) vary over time, 

as long as more observations are entered into the series . 9  Given the hy­

perparameters , the estimates of the components, which are obtained by 

the Kalman filter ,  are optimal in the sense that they minimise the mean 

square error of one-step ahead prediction. Statistical tests on the signif­

icance of the different components (for example the time-varying slope 

for the trend component) are available which can lead to a simplifica­

tion of the general model . Finally, multivariate estimation is performed 

in STAMP in the presence of the balancing constraint ,  thus ensuring 

efficient estimates (due to the effective use of all available information, 

given by all the component series ) .  

Other relevant features in STAMP are appreciated by  economists 

and policy-makers . These include the possibility of incorporating infor­

mation on structural breaks by means of intervention dummy variables, 

the ability to produce forecasts and the ease of interpretation of the 

stochastic disturbances in the model as representing economic shocks. 

9 This is an example of what, in the terminology of nonparametric statistics, might 
be called "time varying window width" . 
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4 The Evaluation Criteria 

There are a number of desirable features that could be incorporated in 
a seasonal adjustment software. These can vary depending on the aim 
of the final users and also on the particular appl ication at hand. For 
our purposes (that is the publication of a large number of seasonally 
adj usted series, which satisfy accounting constraints, by the Monetary 
and Financial Statistics Division of the Bank of England) , it is considered 
that the following requirements are most important to the methods (see 

also the Seasonal Adjustment Working Party, 1 992) : 

1 .  a) abil ity to extract ful ly the seasonal component over the ful l  

length of the series and b)  t o  obtain the "best" estimate of the 

current value of the seasonal component , for policy making pur-

poses ; 

2 .  abi l ity to deal with balancing (or adding-up) constraints ;  

3 .  abi l ity to estimate calendar and trading day effects; 

4. a) consistency and b )  rapid convergence of successive estimates to 

the final estimate in the presence of current updating; 

5. low maintenance costs, and reliable external support if needed; 

6 .  a) ease-of-use of the methods ,  ie user understands how to run the 

program and how to interpret the results , and b)  abil ity to apply 

them to a large number of series; 

7. abi l i ty to produce diagnostic statisti cs and graphical displays for 

the interpretation of the results; 

8. abi lity to produce "reliable" trend estimates ; and 

9 .  standardisation . 

The above criteria, which are in rough order of importance ,  are hereafter 

briefly discussed. 
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Balancing or Adding-Up Constraint: The problem of balancing 

is encountered in applications where the time series to be seasonally 

adjusted represents the aggregate of a number of seasonally adjusted 

components . The balancing (or adding-up) constraint means that the 

seasonal obtained when adjusting the aggregate series must equal the 

sum of the seasonals of the components, on the grounds that the same 

logical relationships should be preserved in the seasonally adj usted world 

as hold in the unadjusted world .IO Balancing, which is considered a 

crucial requirement for the seasonal adjustment of most of the Bank's 

series, can be achieved in two main ways: ex-ante (direct balancing) 

by constraining the amount of smoothing applied for the estimation of 

the trend and the seasonal to be the same for every series ; or ex-post 

( indirect balancing) by seasonally adjusting one of the series in a residual 

manner or by spreading the adjustment across all series , or by adj usting 

all the series and by nominating a row and column of the accounting 

matrix to act as residuals (see Read , 1 99 1 ,  page 19 ) .  While it is not 

totally clear which of the two alternatives is most advantageous , we 

focus in this work on ex-ante balancing (a brief discussion of ex-post 

balancing is presented in section 6.5). 
A conceptual case on the benefits and the costs of ex-ante balancing 

has to be made.ll Among the advantages , we have that potential prob­

lems with residual seasonality implied in the ex-post balancing procedure 

are avoided . According to a previous study on seasonal adjustment of 

money aggregates by Read ( 1991 ) ,  "the balancing adjustments sometimes 

proved to be so large that a few of the seasonally adjusted series contained 

patterns which were apparently seasonal, albeit usually of a different form 

from that present in the unadjusted data" (pages 1-2) .  Among the costs 

of ex-ante balancing, we have to mention the difficulties in making it 

compatible with : 

IOThere is also another type of balancing, which requires the seasonal adjustment of 
monthly and quarterly series to balance (see, for example, the Working Party 1992). 
However, this was not considered in our study. 

11 Indeed the present Bank method (GLAS) was explicitly written to avoid the need 
for ex-post balancing. 
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1 )  the use of power transformations; 

2)  the estimation of trading day effects; and 

3)  the robust estimation of the seasonal and trend components in the 
presence of outliers . 

Since the relative importance of the costs-benefits associated with ex­

ante versus ex-post balancing can vary considerably depending on the 
application at hand , it is important to have some guidelines indicating 
in which form balancing should be applied . These are discussed in more 
detail in the Appendix .  

Extraction of the Seasonal and Policy Making: The purpose of 

seasonal adjustment is to remove seasonality from a series. This can be 

formally assessed by comparing the spectra of the seasonally adjusted 

and unadjusted series . If the seasonal factor has been removed , the peaks 

appearing at the seasonal frequencies in the spectrum of the unadjusted 

series should no longer appear in the spectrum of the adjusted series . In 

applications, it  may well happen that any sensible seasonal adjustment 

method can virtually achieve the task of removing the seasonal factor . 

Thus, this criterion alone may not be sufficient to choose between the 

different seasonal adjustment methods. 

A second ,  rather important ,  criterion is the ability of a method to 

produce the "best" estimate of what the current estimate of the season­

ally adjusted series is for policy making purposes . Users of seasonally 

adjusted data are l ikely to be most concerned with the current behaviour 

of a series ( i .e . , its current trend in a policy context) ,  rather than its past 

behaviour. As the estimation of the current trend and current seasonal 

implies some idea of forecasting future movements in the series, meth­

ods incorporating a forecasting aspect may provide a better framework 

to produce the best seasonally adjusted estimates for currrent observa­

tions. 
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Holidays and Trading Days: "Moving" holidays and trading day 

effects may be important in monthly, weekly and daily t ime series . Hol­

iday effects refer to the effects associated with "moving" holidays such 

as Easter; 12 by trading day effects we mean the effects associated with 

the composition of the month (for example, the fraction of Saturdays 

and Sundays in each month) .  The value of a series can be higher or 

smal ler in a particular month simply because the fraction of Saturdays 

and Sundays in that month is h igher or smaller than average. Trading 

day effects reflect a variation in the series due to the weekly cycle in 

monthly or weekly series . Such a variation can be an important source 

of the total variation in the data, which should be incorporated in the 
calendar component (et in equation 5). 

Revisions: Revisions are defined as the arithmetic difference between 

the initially published seasonally adjusted figure and the figure produced 

with addit ional data. Seasonally adjusted series subject to frequent and 

large revisions are generally disliked by policy makers . This is particu­

larly true if the revisions indicate changes in the direction of the trend or 

cyclical movements. The relative size of revisions are primarily related 

to ( i) differences in the smoothing l inear filters applied to the same ob­

servation as it changes its position in time and to ( ii) the fact that new 

information enters into the series when a further observation is made 

available. 

Other things being equal , methods delivering small revisions would be 

preferred . But the speed of revisions is also considered to be important;  

if a series is to be revised , end-users should prefer that revisions are 

quickly completed , if possible within the first few months. A trade-off 

may be observed in p ractice between size and speed of revisions, which 

can make comparisons more difficult. 

12The effects of public holidays, if these fall on the same days every year, will be 
part of the seasonal. Thus, no specific adjustment is needed to capture the effects 
of fixed public holidays (unless some systematic and material effect can be identified 
from the day of the week on which these occur. 
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Maintenance costs and external support. Maintenance costs and 
external support (the latter particularly important if there is l ikely to be 
a need for periodic updating of the program) very much depend on the 
reputation and reliability of the institution developing a software for sea­
sonal adj ustment . I t  must be considered here that ,  although within our 
technical competence , producing and maintaining a sophisticated pack­
age for seasonal adj ustment is clearly not one of the core functions of the 
Bank of England .  Other things being equal , we tend to favour packages 

developed and supported by well-known institutions or universities , as 

the result of a long-term and team-oriented research . Maintenance costs 

also depend on the complexity of the method . This argues in favour of 

a simple method (other things being equal ) .  This issue is not considered 

further in this paper. 

Ease-of-Use: At the Bank of England ,  as well as in several other in­

stitutions, seasonal adj ustment is routinely applied to a large number of 

series, with regular weekly, monthly and quarterly up-dating (according 

to the frequency of the series) . Therefore, a seasonal adj ustment method 

which is transparent ,  easy to use and user friendly is ideal ly favoured . 

An important requirement is also the capability to run the seasonal ad­

justment program quickly for a large number of series (e .g .  over night ,  

or even within the working day ) ,  in a completely automated way, as part 

of a suite of data aggregation procedures. 

Graphics and D iagnostics: Different seasonal adj ustment methods 

may sometimes produce similar results in practice. Nonetheless , some 

packages may be more developed than others in terms of graphics and 

regression diagnostics. Graphics, for example ,  provide a powerful tool 

for j udging the adequacy of the decomposition and for gaining a better 

understanding of the behaviour of the trend ,  seasonal and irregular com­

ponents . N umerical statistics are also useful to j udge the success of the 

seasonal adjustment procedure. 
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The following plots and diagnostic plots can be considered desirable: 13 

O. Plot of the actual series in the original scale (yt) and its power 

transformation (y�p)). 

1 .  Plot of the components (actual , trend, seasonal , calendar, i rregu­

lar ) . 

2. Plot of the seasonal ly adj usted and unadjusted series . 

3 .  Seasonal related plots , for the interpretation of the results of sea­

sonal adj ustment. 

4 .  I rregular related plots, for diagnostic checking (for example, detec­

tion of trading day effects). 

5. Plot of the trend with actual values and confidence bands. 

The fol lowing test statistics are also desirable: 

a) Test for the presence of seasonality in the series . 

b)  Roughness of the seasonally adj usted series ( (( roughness coeffi­

cients" ). 

The former test is provided by Kendal l 's test statistic of no seasonality, 

given by 

, 12 r [ C(r + l) ] 2 
Ji.. = Mi-c.r.(r + l) tt 2 

.2 
Xr-l (14) 

where c is the number of years , r is the number of periods (for example 

r = 12 for month ly  data) and Mj's are the so called ((period scores" .14 

13 A discussion of these plots can be found in the Appendix .  
14 The period scores are defined by Kendall and Ord ( 1993) , page 24.  For a monthly 

series, for example, monthly scores are obtained in the following way: in every year, 
observations are ranked from the smallest (with an assigned rank-score of I), to 
the second smallest (with an assigned rank-score of 2 ) ,  etc. , up to the largest (with 
an assigned rank-score of 1 2). The monthly scores are obtained by summing the 
rank-scores for the same months across the different years. 
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Smoothness of the seasonally adjusted series is measured by the rough­

ness coefficients 

T T 

RI = T-I I)Yt - Yt-l?, or R2 = T-1 2: IYt - Yt-l l, 
t=l 

where Yt is the seasonally adjusted series. 

t=l 
( 15 )  

Trend estimation. Policy makers often seek to extrapolate the trend 

of a series from the seasonally adjusted values. It is desirable that trend 

estimation is performed on the seasonally adjusted series, that is after 

having estimated and removed from the unadjusted series the seasonal 

component .15 However,  it is l ikely that the final estimate of the trend 

wil l  be more sensitive to the choice of the trend smoothing procedure 

than to the choice of the seasonal adjustment method .  The fol lowing 

features ( l isted in order of importance) are considered most relevant for 

internal use at the Bank of England: 

1) Speed of picking up turning points in the business cycle; 

2)  minimal revisions; and 

3)  trend unaffected by outl iers . 

Clearly, there is a conflict between some of these criteria; it is therefore 

significant to l ist the criteria in order of importance . 

Standardisation. Seasonal adjustment is performed by a number of 

UK governmental organisations and departments . Other things being 

equal , a method would be preferred which is common to most depart­

ments . 

lSThis procedure, which is called ex-post trend smoothing, see Cleveland et. al. 
( 1 990), is particularly important for the nonparametric methods. In a model based 

procedure the trend is estimated at the same time as the seasonals. Of course, policy 
makers may wish in general to make their own trends based on the seasonally adjusted 
senes. 
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5 The Data Set 

The different seasonal adjustment methods were tested on a data set 

comprising of M4 and its five counterparts (see also the Seasonal Ad­

justment Working Party, 1 992) . For al l the counterparts, the flow rather 

than the stock series were considered for seasonal adjustment.  The sea­

sonally adj usted data must satisfy the balancing constraint equation : 

Change in M4 Public Sector Borrowing Requirement (PSBR) 

+ Public Sector Debt Sales to M4 Private Sector 
(PSDS) ( increase minus) 

+ Sterling Lending by Banks and Building 
Societies to M4 Private Sector (SLPS) 

+ Sterling Net Non-Deposit Liabilities of 
Banks and Building Societies (SLND)  
(increase minus) 

+ Total External and Foreign Currency 
Transactions (TEXT) .  

Figure 3 displays the above series over the sample period 1 987 : 1- 1994:9 

(93 observations) .16 It is worth noticing that some of the counterpart 

series display rather different patterns over time ( compare for example 

PSBR with Sterling Lending to the M4 Private Sector , or Total Ex­

ternal Transactions ) ;  in particular ,  it is apparent from the plots that 

seasonal patterns are more pronounced for the Public Sector Borrowing 

Requirment series (PSBR) . This is confirmed by the Kendall's tests for 

the absence of seasonality reported below : 

Series 
f{ -statistic 
p-value 

M4 
43.3 
0 .00 

PSBR 
58.0 
0 .00 

PSDS 
25 .0 
0 .0 1  

SLPS 
40.7 
0 .00 

SLN D  
48 .5 
0 .00 

TEXT 
20 .0  
0 . 04 

16 The series do not incorporate prior adjustments for outliers. Similar results, 
however, were obtained on the prior adjusted series. 
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6 Empirical Results 

6.1 Structure of the "Live-Test" 

The l ive-test on the M4 series and its five counter parts is structured 

in the following way. For each method , all the series are seasonally 

adjusted using data from January 1987 to September 1994 (the latter 

is the date when we started our investigation) .  The parameters of the 

decomposit ion are selected once and for all at this stage. Al though 

the selected parameters are then kept fi xed in most cases , 1 7 the seasonal 

adjustment is re-estimated whenever a new observation is made available, 

i.e. there is current up-dating. 

For G LAS, STL,  X-l l  ARIMA and STAMP, we have used the fol­

lowing parameters : 18 

ISTL I: 

The seasonal window width is n, = 5 and the trend 
window width is nt = 23. These values are given as 
default  values within GLAS. 

In STL , the power transformation minimising the in­
teraction between the trend and the seasonal compo­
nents is p = 1; the value of the seasonal smooth­
ing window is n, = 9, which leads to a value of the 
trend smoothing window of nt = 23. Local l inear 
fitting is used to construct the trend and the sea­
sonal estimates, i.e .  d, = dt = 1. No robust opt ion 
is adopted in the decomposition , due to the need to 
satisfy the balancing constraint ex-ante. The value 
of the seasonal window is selected such that no sig­
nifi cant auto correlation is detected at the seasonal 
frequency ( i.e. lag 12). 

17 In one of two STAMP runs they are allowed to vary - see the STAMP paragraph 
below. 

18 Since some of the methods do not (yet) have the trading day option, this was not 
used on any of the methods so as to compare like with like. 
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I x-ll l: The default options are selected in X- l l  ARIMA (but 
without incorporating trading day effects ) .  The lin­
ear version was used without ARIMA forecasting, so 
as to preserve the balancing constraint (but for some 
series , such as M4 ,  the ARIMA forecasting option 
would have been dropped automatically by the pro­
gram, due to the poor accuracy of the forecast) .  

I STA M P  I: The hyperparameters are obtained in STAMP by 
multivariate maximum likelihood estimation with 
the homogeneity restriction , applied to the five coun­
terpart series simultaneously. In one case ,  these pa­
rameters are kept fixed during the l ive experiment ; 
in another case , these parameters are re-estimated by 
the program at each point in time. In both cases we 
have used the trigonometric seasonal and the trend­
slope component is not included in the model , since 
i t  was not found to be statistically significant .  

6.2 Seasonal Adjustment of M4 

For the d ifferent methods, the results of the decomposition data = trend 
+ seasonal + irregular for the M4 series are reported in Figure 4 .  

The roughness statistics obtained from the seasonally adjusted series 

using the different methods are: 

Rl -statistic 
R2-statistic 

GLAS 
270 X 104 
1262 

STL 
350 x 104 
1479 

X-ll ARIMA 
593 x 10· 
1786 

STAMP 
414 x 104 
1573 

G LAS and STL remove more variabil ity in the original series than STAMP 

and X l l-ARIMA.  A comparison of  the seasonal factors in  the sample 

period 1992- 1994 is also shown in Figure 5. It can be seen that notice­

able d ifferences are found in June 1 992 ,  1 993 and 1 994, although it is 

far argument how significantly they are (in this period , 0 . 1 %  If M4 was 

about £500m) . 
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Figure 5: Seasonal factors for the different methods in 1 992,  1 993 and 
1 994 . 

Figures 6-7 show the seasonal-related and irregular-related plots 

mentioned in Section 3, obtained when using STL. 1 9  In Figure 6 the 

estimate of the spectrum indicates the presence of a three-month cycle 

( indicated by the vertical dotted line corresponding to the highest peak in 

the spectrum ) . This finding is confirmed by the seasonal sub-series plot : 

starting with the smallest level in January, the seasonal factor reaches a 

peak in March ;2o then , the seasonal suddenly drops in April to slowly 

increase once again in May and reach a new peak in June. In the last 

two quarters , we also have peaks in September and December but with a 

constant average value of the seasonal factor during the months of J uly, 

August , October and November. The three-months cycle mainly reflects 

the payment of interests on bank deposits , at the end of each quarter . 

The plot of the monthly sub-series over time reveal a slight change in 

seasonality patterns starting from 1 990. The value of the seasonal factor 

in January, for example, stays constant from 1 987 to 1 990 but decreases 

19 For an explanation of how to interpret these plots, see the Appendix. 
20The signs of the seasonal factors in January and March reflect particularly the 

seasonality of PSBR, with large tax revenue in January and end-financial year spend­
ing in March. 
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after that. In February, the value of the seasonal factor also stays con­

stant until 1990, but increases afterwards. In May, there is no change in 

seasonality, as we have a constant value of the seasonal component .  

From the irregular-related plots , we notice the peak in the spectrum 

of the irregular at the critical frequency 0.348, indicating the presence of 

a weekly cycle , or trading day effects (see Cleveland and Devlin ,  1982). 
This implies that the model should be re-estimated with trading day ef­

fects included in the estimation (see Section 6.5 for further analysis) . The 

correlogram shows a statistically significant ,  negative correlation at lag 

one; the cumulative sum of squares of the residuals show a linear pattern 

consistent with the hypothesis of homoskedasticity (constant variance) 
of the irregular component ; the boxplot shows a slight skewness of the 

distribution towards positive values, but no outl iers are detected . 2 1  

21 The boxplot is a popular graphical display used by statisticians to swnrnarise 
the distribution of the data in a visual way. The data are sorted from smallest to 
biggest .  Then,  the median is the number in the middle position, represented by 
the white horizontal line drawn in the box ; the interquartile range, or quartile 
deviation, measures the distance between the first and third quartiles (the values 
below and above which we have 25% of the observations) , represented by the height 
of the box ; the horizontal lines called "whiskers" are extended from the edges of the 
box in both directions to at most a distance of 1 .5 times the interquartile range. In 
summary, the size of the box represents a measure of the variability in the data; 
the median line within the box indicates possible asymmetry (for example skewness) 
of the distribution; observations falling outside the limits given by the whiskers are 
defined as outliers. 
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6.3 Histor ical Com par ison of the Methods 

Balancing. With the exception of X-l l ARIMA,  the methods tested 

can deal with ex-ante balancing by constraining the amount of smooth­

ing to be the same for the estimation of the aggregate series and its 

components . The methods in the non parametric family, such as G LAS 

and STL,  achieve balancing by selecting the same trend and seasonal 

window widths, whereas STAMP ensures balancing by restricting the 

hyperparameters to be the same for all the series. In STAMP, a multi­

variate seasonal adjustment of all the component series simultaneously 

over the ful l  time span ensures the most effective use of the available 

information from the data.22 

Extraction of the Seasonal. All methods effectively removed the 

seasonal effects in the M4 series . In GLAS , the sample autocorrelation 

of the irregular component at lag 12 is statistically significant (see Fig­

ure 8 ) ,  indicating a tendency to attribute certain variation in the data to 

the seasonal , rather than to the irregular component . 23 The removal of 

the seasonal effects in the series are better appreciated by looking at the 

periodograms of the M4 series unadj usted and seasonally adjusted by the 

different methods .  These periodograms are shown in Figure 9 (excluding 

the case of STL) .  We can see that the peaks in the periodogram of the 

seasonally unadjasted series at the seasonal frequencies (represented by 

the vertical lines ) ,  ie 12 ,  6, 4 ,  3, 2.4 and 2 months, have disappeared 

from the periodogram of the seasonally adjusted series . 

Analysis of Revisions. As an historical comparison , we run the sea­

sonal adjustment using all the four methods, setting the sample from 

22 In X-I 1  ARIMA,  we can have no ex-ante balancing because the forecasts obtained 
at the end of the series are slightly different from one adjustment to the next , which 
is reflected in changing weights in the seasonal adjustment . However, if the forecast 
option available in X- l l  ARIMA is not implemented, X- l l  ARIMA collapses to the 
standard X- l l  method, and balancing is obtained using the same trend and seasonal 
window widths as in G LAS and STL. 

23 However, as already mentioned, the M4 series contains trading day effects. If 
these effects are estimated and removed from the series, the autocorrelation at lag 12 
of the new irregular component is no longer significant in G LAS ( with n. = 5). 
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1987 : 1 to 1992: 12 and from 1987 : 1 to 1994: 12. A common measure of 

the size of revisions is given by the Average Absolute percent Revision 

( 1 6) 

where Yt (F)  is the final ( latest available) seasonally adjusted observation 

and Yt ( 1) is the original (first estimate) seasonally adjusted observations 

and B is the number of observations contained in the sample range com­

mon to both (seasonally adjusted) series. For the M4 series , the average 

absolute percent revision statistics for the different methods are 

Method 
AAR-statistic 
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Figure 8 :  Autocorrelations of the irregular components obtained from 
the seasonal adjustment using the different methods. 
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Figure 9:  Periodograms of M4 seasonally unadjusted ( top-left) and sea­
sonally adjusted by G LAS (top-right) ,  X ll-ARIMA (bottom-left) and 
STAMP (bottom-right) .  
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The smallest revisions are obtained by GLAS,  followed by X-11 ARIMA 

and STAMP. The largest revisions are given by STL .  These conclusions 

are confirmed by the plots shown in Figure I D ,  which shows the abso­

lute value of revisions expressed as the difference between the seasonally 

adjusted series obtained in December 1992 and December 1994. The 
figure indicates that GLAS has relatively small and quickly converging 

revisions as we move far back in time. Slower convergence is observed 

for X-11 ARIMA and STAMP, and it fails to be satisfied in STL . Within 

a year, revisions are smal lest for STAMP ( in the bottom figure , the dot­

ted l ine stands below the sol id l ine in 1992), whereas X-11 ARIMA has 

frequent small revisions fol lowed by periodical large peaks . 

Ease-oC-Use. All packages were easy to use with the exception of X-
11 ARIMA,  where i t  is difficult to have a full control of the available 

options. Also, in  order to understand the output of the X- l l  program , 

the user does have to have a basic grasp of time series and seasonal 

adjustment , which is not needed at all in GLAS, STL and , to some 

extent ,  in STAMP. All  packages can run in a batch mode (but the batch 

mode is a new feature in STAMP which has not been tested in this 

study) .  

Plot s and Diagnostic Plots.  Plots and diagnostic plots related to 

seasonal adjustment were init ially completely absent in GLAS,  although 

this has been rectified in the course of this research . 24 Graphics of poor 

qual ity are obtained within the X- l l  ARIMA program , whereas a wide 

range of good quality graphs is available in both STL and STAMP. 

24 The detection of some deficiencies of G LAS in the context of our application has 
led us to improve the method by generating plots and diagnostic plots as an output 
of the program, by estimating trading day effects and ex-post trend smoothing with 
confidence bands using smoothing splines. The basic GLAS seasonal adjustment 
procedure has been reprogrammed within the S-PLUS programming language, a most 
popular and widely used language in statistics (see Chambers and Hastie, 1993). By 
running the new GLAS program, all plots and diagnostic plots associated with the 
seasonal adjustment are automatically saved in a postscript file (to be subsequently 
printed out) ,  whereas the seasonally adjusted series is saved in an ASCII format. 
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Figure 10: Revisions ( in absolute value) obtained for the M4 series when 
subtracting the seasonally adjusted series obtained when running the 
seasonal adj ustment in the samples 1987: 1- 1992 : 1 2  and 1987: 1-1994:12. 
Note: GLAS (solid line) is taken as the reference method . 
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An overall comparison of the different methods against some of our 

evaluation criteria is shown in Table 1. 

G LAS G LAS STAMP X- l l  STL 
Improved ARIMA 

Ex- a n t e  Yes Yes Yes Difficult Yes 
Balancing 

Residual No No No No No 
Seasonality 

Trading Days No Yes Yes Yes Yes 

Overall Small Small Fair Fair Large 
revIsIons 

Revisions with- Fair Fair Small Fair Large 
in a year 

Ease-of-Use Good Good Good Fair Good 

Batch mode Yes Yes Yes Yes Yes 

Diagnostics Poor Good Good Good Good 

Plots None Good Good Poor Good 

Trend Fair Good Good Fair Good 
estimates· 

Table 1:  The different methods and some of  our evaluation criteria. 
Note : ... Trend estimates are in the sense of ex-post trend smoothing and 
our judgment refers to whether it is possible to use a variety of tech-
niques including smoothing splines, LOWESS, and other nonparametric 
smoothers . These are easily available in the S-PLUS language , in which 
"G LAS Improved" and "STL" have been programmed . 
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6.4 Live-Test Com parisons 

Final users of seasonal adjustment methods are frequently inclined to 
calculate growth rates of a seasonally adjusted series to have insights 
about relative movements in the series (for example the value in the 
current month relative to the previous month) .  In our study, a live test 
was conducted on the M4 series , starting from October 1 994 until June 
1 995 .  Tables 2 and 3 report the results of the test for all the methods. 

The numbers in the table represent the growth rates in M4 estimated 
at different points in time (what we call 'different runs ' ) ,  according to 
the different methods. 25 The tables confirm the result already apparent 
in Figure 1 0  that STA M P  has the smal lest revisions 'within a year or so. 

We also have confirmation of the relatively large revisions produced by 
STL .  For GLAS ,  different growth rates can be obtained in some months 

( in particular October 1 994) depending on whether trading day effects 

are included or excluded from the estimation . Substantially different re­

sults are obtained when using STAMP with fixed smoothing parameters 

( i . e .  hyperparameters) in different runs, or unconstrained smoothing pa­

rameters . These conclusions are confirmed by looking at the boxplots 

in Figure 1 1 , which visually summarise , for all the methods, the distri­

bution of the revisions in absolute value reported in the last column of 

Table 2 .  
On the basis of these findings,  and if the results of seasonal adjust­

ment are to be related to the size and the stability of revisions , STL , X- 1 1  

ARIMA and STAMP- perform relatively poorly. Interestingly enough , 

the best performing method appears to be STAMP with constrained hy­

perparameters , despite the disadvantage of not accounting for trading 

day effects . 26 The performance of G LAS also appears good , particularly 

when incorporating trading day effects. 

It is also interesting to look more closely at the results obtained by 

25 The growth rates at time t are obtained by taking the ratio of the seasonally 
adjusted How of M4 at time t over the value of the stock of M4 at time t - 1 .  

26 It would be nice to see here to what extent the results could be further improved 
by using STAMP with trading days; this option will be available in the forthcoming 
version of STAMP. 
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STAMP when estimating the hyperparameters at each point in time 

(STAMP- ) ,  rather than fixing them at the values initially estimated 

in September 1 994 . For the trend and the seasonal components the 

estimated q-ratios are reported in Table 4 and plotted in Figure 1 2 .  It 

can be noticed that the trend q-ratios are rather stable, whereas the 

seasonal q-ratios are increasing over time. The latter fact accounts for 

the large amount of revisions associated with the method "STA M P- " .  

In fact , consider, for example, the seasonal adj ustment in October 1 994 :  

at  that time, we have obtained an estimate of the seasonal factor based 

on a q-ratio of hyperparameters of 0 .039 ;  in June 1 995 , however, a 

corresponding estimate was obtained based on a q-ratio of O.048! 27 

27 Such a consideration might suggest that revisions in themselves should perhaps 
not be a very major cause of concern, as one would not get the best seasonal ad­
justment for October 1994 in June 1995 by using the q-ratio estimated in October 
1994. A further possibility, in the case of fixed hyperparameters, would be to use the 
average value of the qT and the qs estimated during the period September 1 993 -

September 1994 . 
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Method First Run Last Run Gap � abs.val} 
Oct 94  Glas - 0 . 03 + 0 .05  0 .08 

Stam p  + 0 . 0 4  + 0 . 1 3  0 .09  
G l as'" + 0 . 0 6  + 0 1 4  0 . 08 
St l'"  - 0 0 1  + 0 . 1 7  0 . 1 8 
Stamp- +0.05 + 0 . 2 4  0 . 1 9  
X 1 1 - A rima'" - 0 . 1 4  + 0 . 1 2  0 . 2 6  

Nov 94 G l as +0.82 + 0 .86 0 . 04 
Stam p  +0 .83 + 0 8 7  0 . 04 
G l as'" +0 .85 + 0 .88 0 . 03 
Stl'"  + 0 . 6 7  + 0 .79 0 . 1 2  
Stamp- + 0 . 7 9  + 0 . 6 9  0 . 1 0  
X 1 1 - A rima'" + 1 . 1 0  + 1 . 0 9  0 . 0 1  

Dec 9 4  G l as + 0 .46 + 0 5 2  0 .06 
Stam p  + 0 . 4 7  + 0 . 5 2  0 . 0 5  
G las'" + 0 . 4 4  + 0 . 5 0  0 . 06 
St !'"  +0 .39  +0.51  0 . 1 2  
Stam p - + 0 . 4 6  + 0 . 5 2  0 .06 
X 1 1 - A rima'" + 0 . 5 0  + 0 . 57 0 . 0 7  

J an 9 5  G l as + 0 . 2 6  + 0 .43 0 . 1 7  
Stam p  + 0 . 2 5  + 0 .30 0 . 0 5  
G l as '"  + 0 . 2 6  + 0 . 4 4  0 . 1 8  
Stl'" + 0 . 4 0  + 0 . 5 2  0 . 1 2  
Stam p - + 0 . 28 + 0 .4 5  0 . 1 7  
X l l -Arima'" + 0 . 3 1  + 0 . 5 1  0 . 2 0  

Feb 9 5  G l as + 0 . 54 + 0 .68 0 . 1 4  
Stamp + 0 . 8 1  +0.86 0 . 0 5  
G l as'" + 0 . 5 5  + 0.68 0 . 1 3  
St l'"  + 0 . 4 7  + 0 . 5 7  0 . 1 0  
Stamp- + 0 . 6 2  + 0 .68 0 . 0 6  
X I 1 -A rima'" + 0 . 73 + 0 .75 0 . 0 2  

M ar 95 G l as + l . 0 0  + l .00 0 . 00 
Stamp + l . 2 2  + 1 . 2 1  0 . 0 1  
G l as'" + 0 . 9 3  + 0 .93 0 . 0 0  
S t ! '"  + 0 . 73 + 0 . 79 0 .06 
Stam p - + 0 . 77 +0.86 0 . 09 
X I 1 -A rima'" + l . 0 9  + 1 . 00 0 .09  

Apr 9 5  G l as +0 .33 + 0 .40 0 . 0 7  
Stamp +0 .30 +0.32  0 .02  
G las'" + 0 . 4 5  + 0 . 5 2  0 . 0 7  
St!'"  + 0 . 4 2  + 0 .53 0 .09 
Stam p - + 0 . 4 4  + 0 . 5 0  0 . 06 
X l l - A rima'" + 0 . 4 7  + 0 .45  0 .02  

M ay 9 5  G l as + 0 . 9 0  + 0 .94  0 . 04 
Stam p  + 0 . 9 5  + 0 .9 5  0 . 00 
G l as'" + 0 . 8 9  + 0 . 9 1  0 .02  
St l'"  +0 .86 +0.90 0 .04  
Stam p - + 0 . 79 +0 .84 0 . 0 5  
X I I-Arima'" + 0 . 9 0  + 0 .85 0 . 05 

Table 2 :  Rates of change (as percentage points) i n  M 4 in the first (Oc-
tober 1994)  and the last run (June 1995) . Methods : G LAS; STAMP 
with balancing by homogeneity restriction i n  multivariate estimation , 
fixed hyperparameters in different runs and no trading days ; G LAS· , 
STV and X l l-Arima* with trading days; STAMP- by univariate esti-
mation with varying hyperparameters (that is no balancing constraint ) .  
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Runs 1 2 3 4 5 6 7 8 9 
Oct 94 G - 0 .03 + 0 . 0 1  + 0 . 0 1  - 0 . 0 5  -0 .02  +0.05  + 0 . 0 2  + 0 .04 +0 05 

S +0.04 + 0 . 09 + 0 . 0 9  + 0 . 0 9  + 0 1 0  + 0 . 1 3  + 0 . 1 2  + 0 1 3  + 0 . 1 3  
G "  + 0 . 0 6  + 0 . 1 1  + 0 . 1 0  +0 03 +0.06 + 0 . 1 4  + 0 . 1 1  + 0 . 1 3  + 0 . 1 4  
St l"  - 0 . 0 1  + 0 .08 + 0 . 08 +0.09 + 0 . 1 0  + 0 . 1 5  + 0 . 1 4  + 0 . 1 6  + 0 . 1 7  

S - +0.05 + 0 . 0 9  + 0 . 1 0  +0 09 + 0 1 3  + 0 . 23 + 0 . 2 4  + 0 .23 + 0 . 2 4  
X I I "  - 0 . 1 4  -0 . 1 1  - 0 .03 -0 .03 -0 .02 + 0 . 1 2  + 0 . 1 3  + 0 . 1 2  + 0 . 1 3  

Noy 9 4  +0.82 +082 +0.74 +078 +0.87 +0.84 +085 +0.86 
+ 0 .83 +0 .84 + 0 .83 + 0 86 +0 .88 +0 .86 + 0 .87 + 0 .87 
+ 0 85 +0.84 + 0 . 76 + 0 . 8 1  +0 .89 +0 .88 + 0 .88 + 0 .88 
+ 0 .67 +0 69 +0 70 + 0 7 1  + 0 .74 + 0 . 74 + 0 . 77 + 0 . 7 9  
+ 0 .79 + 0 .80 + 0 . 78 + 0 . 7 1  + 0 .63 + 0 . 59 + 0 . 6 5  + 0 . 6 9  
+ 11 0  + 1 . 14 + 1 . 1 5  + 1 1 6 + 1 . 00 + 1 1 7 + 1 . 1 8 + 1 . 0 9  

Dec 94 +0.46 +0.37 +0.42 +0.52 +0.48 +0.50 +0.52 

+ 0 . 4 7  +0.46 + 0 .48 + 0 . 5 2  +0 5 1  + 0 . 5 2  + 0 52 
+ 0 . 44 + 0 .34 + 0 . 4 0  + 0 . 5 0  +0 .46  + 0 . 4 9  + 0 . 5 0  
+0 39 +0.4 1 + 0 . 4 2  + 0 . 4 7  + 0 .46 + 0 50 + 0 . 5 1  
+ 0 . 4 6  + 0 . 4 5  + 0 . 4 5  + 0 . 4 9  + 0 . 4 7  + 0 . 5 1  + 0 . 5 2  
+ 0 . 5 0  +0 50 +0.54  +0 58 + 0 . 5 5  + 0 . 5 4  + 0 5 7  

Jan 95 +0 26 +0.32 + 0 . 44 +0 .39 + 0 . 4 1  + 0 .43 
+0.25 + 0 . 28 + 0 . 3 1  + 0 . 2 9  + 0 .30 +0.30 
+0 26 +0.32 + 0 . 45 + 0 . 4 1  + 0 .43 +0.44 
+0.40 + 0 . 4 1  + 0 . 4 7  + 0 . 4 6  + 0 . 5 0  + 0 . 5 2  
+ 0 . 28 + 0 .35 +0 .44  + 0 . 4 2  + 0 . 44 + 0 . 4 5  
+ 0 . 3 1  + 0 .35 +0.55  + 0 . 5 1  + 0 . 5 1  + 0 . 5 1 

Feb 95 +0.54 + 0 .68 + 0 . 63 + 0 . 6 5  + 0 .68 
+0.81  +0 .86 + 0 .84 + 0 .86 + 0 .86 
+ 0 5 5  +0 68 +0 64 + 0 .68 + 0 . 68 
+ 0 . 4 7  + 0 . 5 2  + 0 . 5 1  + 0 . 5 5  +0 5 7  
+ 0 .6 2  + 0 . 6 1  + 0 . 5 7  + 0 . 6 5  + 0 .68 
+ 0 73 +0 .80 + 0 . 75 + 0 . 76 + 0 .75 

Mar 9 5  +1.00 +0.94 +0.97 +100 

+ 1 . 2 2  + 1 . 1 9  + 1 . 20 + 1 . 2 1  
+0 93 +0 .88 + 0 9 1  + 0 .93 
+0 73 + 0 . 7 1  + 0 . 76 + 0 .79 
+0.77 + 0 .70 + 0 8 1  + 0 .86 
+ 1 . 0 9  + 0 . 9 8  + 0 . 9 9  + 1 .00 

Apr 95 +0.33 +037 +0.40 
+0 .30 + 0 32 +0.32 
+0.45 + 0 . 5 0  + 0 . 5 2  
+ 0 . 4 2  + 0 50 + 0 . 5 3  
+ 0 . 44 + 0 .49  + 0 . 5 0  
+ 0 . 4 7  + 0 . 4 9  + 0 . 4 5  

May 95 + 0 90 +0 .94  
+ 0 9 5  + 0 . 9 5  
+ 0 89 + 0 . 9 1  
+ 0 .86 + 0 . 9 0  
+ 0 . 7 9  +0 .84 
+ 0 . 9 0  + 0 .85 

Jun 95 + 0 .83 
+ 0 . 73 
+ 0 . 74 
+0 .83 
+ 0 . 76 
+ 0 . 6 2  

Table 3:  Rates of change in M4 for al l  runs. 



Figure 1 1 :  Boxplots of the revision gap ( in absolute value) for the differ­
ent methods, from October 1 994 to May 1 995 ( i . e .  numbers in Table 2 ,  
last column) .  
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Sep 94 
0 .2 78 
0 .039 

Oct 
0 . 283 
0 .038 

Nov 
0 . 276 
0 .0 4 2  

Dec 
0 . 275 
0 .043 

J an 
0 . 2 75 
0 . 0 4 1  

Feb 
0 . 274 
0 .047 

M ar 
0 . 2 9 2  
0 . 053 

Apr 
0 . 279 
0 .047 

May 
0 . 28 1  
0 . 04 7  

Jun 
0 .279 
0 .048 

Table 4: q-ratios of hyperparameters estimated by STAMP for the trend 
and the seasonal components, from September 1994 to June 1995 .  
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Figure 1 2 :  Plot of q-ratios of hyperparameters estimated by STAMP for 
the trend and the seasonal components, from September 1994 to June 
1 995 . 
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It appears that a judgement on the different methods , and especially 

between G LAS and STAMP, very much depends on the relative impor­

tance attached to the different criteria, in particular the importance of 

the criterion of reasonably small and quickly converging revisions rela­

tive to reliable estimates for the very recent past . This point has been 

made originally by Lane ( 1 972) , who writes in the summary of his paper : 

and 

"Formulae are developed for moving-average weights which 

give the current trend estimate with the least revision on av­

erage of all filters of this type when judged against final trend 

estimates subsequently made on a retrospective basis with a 

given trend filter. This is a variety of moving regression 

model and assumes that the series has a certain structure 

locally. The basic theory is developed and the results applied 

to some typical series. It is shown that with schemes of this 

type it is difficult to get reliable estimates for the very recent 

past ." 

" The implication of these results is that estimates of current 

trend obtained by applying simple linear moving averages of 

this type will necessarily be rather  unreliable .  This is probably 

to be expected as estimation of the current trend implies some 

idea of forecasting the direction of movement of the series and 

we are using only very basic means to do this." 

A method l ike G LAS can effectively provide reasonably small and quickly 

converging revisions but at a cost of less stable estimates, relative to 

STAMP, of most recent observations, whereas a method like STAMP 

has the opposite features ( in STAMP, revisions are a consequence of 

wanting to compute optimal estimates) . 

In other words ,  if the estimation of the current trend and current 

seasonal implies some idea of forecasting future movements in the se­

ries, then STAMP uses much more sophisticated forecasting tools than 
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G LAS - thus, at the theoretical level ,  STAMP is more likely to pro­
duce the "best" seasonally adj usted estimates for currrent observations . 
By contrast , G LAS specifically seeks to minimise the period over which 
revisions last as wel l as their size . For the above reasons, STAMP ap­
pears to us more appropriate for policy making purposes, whereas GLAS 
appears more appropriate for keeping revisions to a minimum. 

6.5 Trading Day Effects 

On the basis of the results obtained for the M4 series , we have to consider 
the p roblem of balancing and trading day effects more closely. In the 
M4 series, the presence of trading day effects implies that a substantial 

variability is left in the seasonally adjusted series if a calendar component 

is not incorporated into the model . At the same time, the estimation 

of the calendar component in the M4 series poses some problems for 

(although , as we shall see , is not incompatible with) ex-ante balancing. 

When the model is re-estimated including the calendar component , 

estimates and t-ratios of the G' k 'S in equation (6) obtained by robust 

linear regression within G LAS are reported in Table 5. For most days , 

the point estimates are not significantly different from zero according 

to standard t-tests , but the number of Wednesdays and Thursdays in a 

month appear to have substantial ly higher t-ratios . The coefficient of 

determination is R2 = 0 . 1 6 .  For STL, when including the calendar com­

ponent , the roughness of the seasonally adj usted series becomes smaller , 

as demonstrated by Figure 1 3 ,  showing the seasonally adjusted series 

obtained by STL when excluding or including the trading day option in 

the estimation . A substantial change occurs fol lowing the removal of the 

trading day effects in the series. 

We notice that the peak in the spectrum of the irregular component 

at the "calendar" frequency, indicating the presence of trading day effects 

in Figure 7 ,28 has disappeared in Figure 1 4 ,  thanks to the removal of 

trading day effects from the irregular component of the series . The cor­

relogram (with 95% confidence bands) indicates no significant lags up to 

28 See the Appendix for details. 
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25 lags; the plot of the cumulative sum of squares of the (standardised) 

irregular shows no departure from the assumption of constant variance 

( homoskedasticity ) ,  whereas the boxplot and the density estimate of the 

irregular indicate no departure from the normality assumption ( in par­

ticular, no outliers are detected in the irregular component ) .  

A possible solution to the problem of making trading day estima­

tion and the balancing constraint compatible is to achieve balancing by 

means of "prior adj ustments" . We can look at the diagnostic plots on 

the counter parts individually, to find out which counter parts contain 

trading day effects . Figure 15 shows the spectra of the irregular compo­

nent of M4 and its five counter parts . It emerges from the plots that the 

presence of trading days in the M4 series is the result of the presence 

of trading days in the SLPS (Sterling Lending to M4 Private Sector) 

series . The remaining series appear to be free from trading day effects . 

This suggests that trading days could be estimated and removed from 

the SLPS series by means of "prior adjustments" . 29 

29 The M4 set of series to be seasonally adjusted include both sides of the monetary 
sector balance sheet: assets (counterparts) and liabili ties. Such prior adjustments 
therefore need to be balanced on both sides and removed prior to running a seasonal 
adjustment program. 
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Variable 
Number of Days in  a Month 
Number of SATURDAYS ( - # FRI) 
Number of SUNDAYS ( - # FRI) 
Number of M ONDAYS (-#FRI) 
Number of TU ESDAYS (-#FRI) 
N umber of WEDNESDAY S  (-#FRI) 
Number of THURSDAY S  ( - # FRI ) 
Robust R2 = 0 . 1 6 . 

- 1 1 2  
- 1 1 8  
- 369 
+74 
+ 2 9  

- 504 
+489 

t-ratio 
-0 .35 
-0 .45 
- 1 .38 
+0.28 
+0 . 1 1  
- 1 .86 

+ 1 .83 

Table 5 :  Trading days coefficients estimated by GLAS (under S-PLUS) . 
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Figure 1 3 :  Seasonal adjusted series obtained by STL when including 
(dashed line) or excluding (solid line) trading days estimation . 
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7 Further Results 

More information can be obtained from the live-test by reporting the 

annualised rates, in percentage points , of 3 ,  6, and 1 2-month changes for 

the M4 series. Tables 6 ,  7 and 8 show these rates for three methods: 

G LAS with and without trading day effects and STAMP. 

From the results, it appears that different methods can lead to sub­

stantially different numbers, if we look at the 3-month changes . In Oc­

tober 1 994 , for instance, the 3-month annuaIised change in M4 (that is 

the value of the seasonally adjusted series in October 1994 with respect 

to its value in August 1 994 on an annual ised basis) was 2 .60 accord ing 

to GLAS and 2 . 1 3  according to STAMP, with a gap of almost half a per­

centage point. 8 months later , that is in June 1995, the 3-month change 

of M4 in October 1 994 with respect to August 1 994 was revised (due to 

the production of a seasonal adjustment with 8 more observations) to be 

3 .35 according to G LAS and 2 . 9 1  according to STAMP. In June 1 995 ,  

the 3-month change of November 1994 was as much as 5 . 39 and 5 .38 

using GLAS and STAMP without trading day effects , versus 5 . 0 1  per 

cent implied by GLAS with trading day effects; the 3-month change of 

March 1995 was 8 .69 per cent versus 1 0 . 1  per cent according to GLAS 

without or with trading day effects. 

If we look at the 6 and 1 2-month changes, however , different methods 

tend to suggest very similar annualised rates . Thus, the choice of a 

method is less important when the focus is on the last six months, but 

more important when the focus is on the last three months or the latest 

month . 
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9 4 : 1 0  9 4 : 1 1  94 : 1 2  9 5 : 1  9 5 : 2  9 5 : 3  9 5 : 4  9 5 : 5  9 5 : 6  
O C T O B E R  1 99 4 :  

3- month change 
G 2 . 6 0  3 . 04 3 . 03 2 .37 2 . 6 7  3 .4 2  3. 1 6  3 . 28 3 .35 
G ·  2 . 54 2 . 98 2 . 90  2 . 2 7  2 . 58 2 . 9 5  2 . 79 2 . 94 3 .04  
S 2 . 1 3 2 . 5 6  2 . 6 1  2 . 5 5  2 .69 2 . 9 2  2 .85 2 . 9 1  2 . 9 1  

6-month change 
G 2 . 53 2 .87 2.90 2 . 4 0  2 . 6 2  3 . 1 4  2 . 9 7  2 . 77 2 . 77 
G ·  2 .46  2 .83 2 . 78 2 . 32 2 . 53 2 . 78 2 . 68 2 . 45 2 .33 
S 1 .83 2 . 1 4  2 . 6 1  2 . 1 4  2 . 2 5  2 .39 2 .34 2 . 22 2 . 2 1  

1 2-month change 
G 3 . 9 7  4 .00 4 02 3 .63 3 .67  4 .0 1  3.89 3 .88 3 . 9 5  
G ·  3 . 9 7  4 . 0 1  4 .00  3 . 6 2  3 .67  3 . 9 5  3 . 8 5  3 . 8 7  3 94 
S 3 .82  3 .86  3 .86- 3.86 3.86 3 .87 3 .87 3.87 3.87 

N O V E M B E R  1 9 94: 

3-month change 
G 4 . 99 4 . 9 5  4 . 1 5  4 . 53 5 .4 7  5 . 1 3  5 . 28 5 .39 
G ·  4 .89 4 . 74 3 . 9 8  4 .37 4 . 8 1  4 . 6 1  4 .89 5 . 0 1  
S 4 . 97 5 . 0 5  4 . 98 5 . 2 0  5 .4 5  5 .32 5 .38 5 .38 

6-month change 
G 4 . 1 7  4 . 1 7  3 . 5 6  3 .83 4 . 5 2  4 . 28 4 .38 4 .36 
G ·  4 . 1 2  4 . 04 3 . 4 5  3 . 73 4 06 3 .92  4 . 08 3 . 93 
S 3 . 5 9  3 . 6 5  3 . 5 9  3 .74 3 . 93 3 .85  3.89 3.89 

1 2- m onth change 
G 4 .43 4 . 44 4 . 0 2  4 . 08 4 .4 5  4 .32 4 . 3 1  4 .39 
G ·  4 . 43 4 . 4 1  4 . 0 0  4 .07 4 . 37 4 . 26 4 . 29 4 .36 
S 4 .33 4 .33 4 .33 4 .34 4 .35 4 .35 4 .35 4 .35 

D E C E M B E R  1 99 4 :  

3-month change 
G 6 . 24 4 . 29 4 . 76 5 .89 5 . 4 7  5 . 6 7  5 . 8 1  
G ·  5 . 1 8 4 . 28 4 . 76 5 . 29  5 . 04 5 . 33 5 . 5 8  
S 5 . 74 5 . 64  5 .88 6 . 24 6 . 1 1 6 . 2 2  6 . 2 2  

6-month change 
G 4 . 2 7 3 .54  3 .88 4 . 73 4 . 43 4 . 56 4 . 6 6  
G ·  4 .33 3 .63 3 . 98 4 . 38 4 . 20 4 . 4 0  4 . 5 7  
S 4 . 1 4  4 . 0 7  4 . 26 4 . 50 4 . 40 4 .46 4".4 7  

1 2-month change 
G 4 .46 4 .00  4 .08 4 . 4 9  4 .34 4 .35 4 .43 
G ·  4 . 4 5  4 . 0 0  4 . 1 0  4 . 4 1  4 . 2 9  4 .33 4 .4 2  
S 4 .32 4 .32  4 .33 4 .35  4 .35 4.35 4 .35 

Table 6: Annualised rates of M4 in percentage points . Legend :  G = 
G LAS without trad ing days; G LAS· = G LAS with trading days;  S =  
STAMP. 



94 : 1 0  94 : 1 1  94 : 1 2  9 5 :  1 9 5 : 2  9 5 :3 9 5 :4 9 5 : 5  9 5 : 6  
J A N UARY 1 99 5 :  

3- month change 
G 5 . 6 1 6 . 1 8  7 . 5 2  7 .00 7 . 2 5  7 . 4 5  
G ·  5 . 54 6 . 1 3  6 . 74 6 . 44 6 . 79 7 . 1 2  
S 6 .32 6 .64  7 .03 6 .83 6 .9 4  6 . 9 4  

6-month change 
G 3.96 4 .39 5 . 4 2  5 . 04 5 . 2 1  5 . 3 5  
G ·  3.87 4 .32 4.80 4 . 5 8  4 .8 2  5 .03 
S 4 .40 4 . 63 4 . 93 4 .80 4 .88 4 .88 

1 2-month change 
G 3 .89 3 . 9 9  4 . 4 6  4 . 29 4 .30  4 . 39 
G ·  3 .88 3 . 9 9  4 .33 4 . 20 4 . 2 5  4 . 3 5  
S 4 . 22 4 . 2 5  4 . 28 4 . 26 4 . 2 7  4 . 2 7  

FEBRUARY 1 9 9 5 :  

3- month change 
G 5 . 1 9  6 . 73 6 . 1 3  6 .4 2  6 . 6 6  
G ·  5 . 4 1  6 . 1 0  5 . 75 6 . 1 4  6 . 5 3  
S 6 .43 6 . 95  6 . 74 6 . 9 1  6 . 9 1  

6-month change 
G 4 .83 6 .0 5  5 . 59 5 . 8 1  5 . 98 
G· 4 .86 5 . 4 2  5 . 1 5  5 .4 5  5 . 73 
S 5 . 77 6 . 1 5  5 .99 6 . 1 0  6 . 1 0  

1 2-month change 
G 4 . 1 2  4 . 6 5  4 .45 4 .48 4 .58 
G ·  4 . 1 3  4 . 5 0  4 .35 4 .4 2  4 . 54 
S 4 . 4 6  4 . 5 0  4 . 49 4 . 5 0  4 . 50 

M ARC H 1 99 5 :  

3-month change 
G 8 . 75 8 05 8 .39 8 .69 
G ·  9 . 5 8  9 . 1 6  9 . 6 6  1 0 . 1  
S 9 . 93 9 . 6 5  9 .83 9 .83 

6-month change 
G 7 . 2 5  6 .69 6 . 9 6  7 . 1 8  
G ·  7.35 7.02 7 . 4 1  7. 1 7  
S 7 .99  7 .79 7 . 93 7 . 93 

1 2- month change 
G 5 . 2 7  5 .05 5 . 09  5 . 2 1  
G ·  5 . 2 9  5 . 1 3  5 . 2 2  5 .35 
S 5 . 2 2  5 . 20 5 . 2 1  5 . 2 1  

Table 7 :  Annual ised rates of M4 i n  percentage points . Legend :  G -
-

GLAS without trading days; GLAS· = G LAS with trading days ; S =  
STAMP. 



G 
G ·  
S 

G 
G ·  
S 

G 
G· 
S 

G 
G ·  
S 

G 
G ·  
S 

G 
G ·  
S 

G 
G ·  
S 

G 
G· 
S 

G 
G ·  
S 

9 4 : 1 0  94 : 1 1  94 : 1 2  95 : 1  9 5 : 2  9 5 : 3  9 5 : 4  95 :5  9 5 : 6  
APRIL 1 99 5 :  

3- mont h change 
7 . 79 8 . 1 9  8 . 5 5  
9 . 08 9 .68 1 0 .3 
9 . 66 9 .90 9 . 9 1  

6-month change 
7 .33 7.65 7.92 
7 .68 8 . 1 4  8 . 5 9  
8 . 1 6  8 .33 8 .33 

1 2- month ch ange 
5 . 08 5 . 1 3  5 , 2 6  
5 . 1 0  5 . 2 1  5 .36 
5 . 1 6  5 . 1 8  5 . 1 8  

M AY 1 9 9 5 :  

3-month ch ange 
9 . 24 9 . 6 7  
1 0 . 5 1 1 . 1  
1 0 .3 1 0 .3 

6- month change 
7 . 75 8.08 
8 . 20 8 . 7 1  
8 .50 8 .50 

1 2- month change 
5 . 9 7  6 . 1 2  
6 . 04 6 . 2 1  
6 . 09 6 . 0 9  

J U N E  1 99 5 :  

3-month change 
8 .96 
7.88 
8 . 23 

6-month change 
8 . 73 
8 .90  
8 . 93 

1 2- month change 
6 .58 
6 . 6 2  
6 .58 

Table 8:  Annual ised rates of M4 in percentage points . Legend :  G = 

G LAS without trad ing days; G LAS· = GLAS with trading days ; S = 

STAMP. 
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7. 1 An applicat ion to a longer M4 ser ies 

We consider a longer M4 (flow) series from 1983 : 1  to 1 995 :6  and look at 

the performance of GLAS and STAMP in the year 1 990 (we know that 

in this year there has been a turning point in M4 ,  with the beginning 

of a downward trend) .  We estimate the seasonal component by GLAS 

and STAMP using al l  the data and record the values in 1 990 .  Then , we 

estimate the seasonal factor in J anuary 1 990 using the data from 1 983: 1 

to 1 990: 1 ,  in February using the data from 1 983 : 1  to 1 990 :2 ,  etc . We 

obtain the results reported in Table 9 .  

It appears from the table that similar estimates of the seasonal com­

ponent in 1 990 are obtained when using both methods over the period 

1 983 : 1-1995 :6 ,  except for the values in November and December. We can 

interpret the numbers reported under the column "all obs" as a proxy for 

the "true" , unknown value of the seasonal , whereas the numbers under 

the column " l obs" can be interpreted as a first guess of the seasonal in 

January when the January unadjusted data is made available, in Febru­

ary once the February data is made available, etc. The discrepancy 

between the first guess and the proxy for the true value of the seasonal 

component in different months is expressed in percentage points in the 

second and the last columns. I t  appears that STAMP has larger revisions 

than GLAS on average. This is consistent with the findings previously 

reported in Figure 1 0 .  The reason for large revisions, far back in time, in 

STAMP is two-fold : (i) STAMP attaches non-zero weights to observa­

tions, even those in the distant past ; ( i i )  the ratios of the hyperparame­

ters (sometimes called q-ratios) estimated in the periods 1 983 : 1- 1989 : 12 

and 1 983 : 1- 1995 :6  are very different . In the period 1 983 : 1-1989 : 1 2 ,  the 

ratios are UT/U( = 0 . 280 and us/u( = 0 .2 19 ,  whereas in the period 

1983 : 1- 1995 :6  we have UT/U( = 0 . 300 and us/u( = 0 . 124 .  Revisions 

are a consequence , in STAMP, of wanting to compute optimal current 

estimates . 
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GLAS STAMP 
gap % l obs all ohs all obs l obs gap % 

Jan 90 4 -2476 -2577 - 2584 -2285 1 2  
Feb 90 37 -2808 -2052 - 1971 -271 7 38 
Mar 90 10  +4334 +4838 +4912  +4367 1 1  
Apr 90 71  -2839 - 1656 - 1957 -32 1 4  64 
May 90 97 + 1 5  +444 +496 - 1 54 131  
Jun 90 5 +3480 +3682 +3924 +4319 10 
Jul 90 1 4  - 1877 -2 192 -2712  -4131  52 
Aug 90 1 1  -863 -967 -766 - 1 1 1 0  45 
Sep 90 29 +1942  +2735 +2475 +1 792 28 
Oct 90 2 -2813 -2859 - 2969 -3981 34 
Nov 90 1 5  - 1001 -749 +78 -41 1 53 
Dec 90 56 +644  + 1 471 +806 -988 223 

Table 9: Values of the seasonal factor estimated by G LAS and STAMP 
with l imited or  ful l  information (that i s  using just one more or all avail-
able observations) . 

7 . 2  A Small Simulation Study 

It is sometimes difficult to judge about the relative performance of the 

different methods if the underlying data generating process is unknown . 

For this reason ,  we conduct in this section some simulation experiments 

where we generate a series30 

Yt = Trendt + Seast + Irrt 

with Trendt = (Tt - mean(Tt ) ) /stand.dev . (Tt ) ,  where Tt is the trend of 

the series obtained by applying a smoothing spline to the M4 series over 

the period 1983 : 1  to 1990 : 1 2  and Irrt '" NI  D(O ,  0 . 52 ) .  In the different 

experiments we have then the fol lowing specifications for the seasonal : 

30 These experiments are very much exploratory in this relatively short section, and 
do not pretend therefore to provide comprehensive results on the ability of the various 
methods to extract the seasonal component from a series. 
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Exp I(a) : St = sin(t) for t = 1 ,  . . .  , 96; 

Exp I(b ) :  St = sin(t) + dt , with dt = do + 'L;=2 D.t, do 

D.t = 0.0 1 ;  

0 .1 and 

Exp II(a) :  St = - 1  for t = 1 , 4, 7, . . .  ; St 

St = +2 for t = 3, 6, 9, . . .  ; 

- 1  for t = 2, 5 , 8, . . . ; 

Exp II(b) :  St as in Exp I I (  a) , pi us a deterministic factor dt = do + 

'L,;=2 D.t with do = 0 .2 and D.t = 0 .005; 

Exp III(a) :  St as in Exp I (a) for t = 1, . . .  , 48 and as in Exp I I (a) for 

t = 49, . . .  , 96; 

Exp IV(a) :  we consider the PSBR series from 1987: 1 to 1994: 12 (we 

know that for these series trading day effects are absent) and seasonally 

adjust it using G LAS; then , the simulated series is generated as Yt = 

Tt + St + I rrt , where Tt and St are respectively the trend and seasonal 

components obtained by applying GLAS to the PSBR series and Irr '" 

N(O ,  1) . mean(Tt).31 On the series generated in such a way, we run the 

seasonal adjustment using GLAS and STAMP;  

Exp IV(b) :  As in Exp IV(a) , but  using STAMP to generate Tt and St, 

and with the same irregular component Irrt . 

31 In other words, the generated series differs from the actual PSBR series by sub­
stituting a white noise error component for the previous irregular component . 

59 



We stress that the seasonal component has a cycle of 6 months in Ex­

periment I and a cycle of 3 months in Experiment 1 1 .  The actual series 

with trend , seasonal and irregular components in experiments I( a) and 

I (b )  are shown in Figure 1 6 .  In Figure 17 ,  where the performance of 

G LAS and STAMP is evaluated by comparing the estimated with the 

true seasonal components , it  appears that G LAS gets closer to the true 

seasonal component than STAMP. In particular, this can be inferred 

based on the box plot charts summarising the distribution of the error 

series . In Figure 1 8 ,  concerning Experiment 1 1 ,  the opposite appears to 

be true, whereas a similar performance of the two methods is found in 

Experiment I I I  (see F igure 19 ) . 

The results for Experiment IV are reported in Figure 20.  It appears 

that STAMP can better estimate the seasonal component generated by 

G LAS ,  while GLAS can better estimate the seasonal component gener­

ated by STA M P.32 

32 These results are certainly counter-intuitive ,  as we would expect GLAS (STAMP) 

to perform better when the simulated series is the sum of the unobserved trend and 

seasonal components generated by GLAS (STAMP) .  Instead, we just have the op­

posite result !  However, Findley ( 1 983) ,  who was the first to suggest this type of 

experiment ,  found similar results when comparing two methods for seasonal adjust­

ment such as X-l l  and a Bayesian method developed by Ataite. 
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Figure 1 6 :  Simulated series with constant seasonal factor (left charts) 
and increasing seasonal factor (right charts ) .  
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Figure 1 7 :  Experiment I. True seasonal and seasonal estimated by G LAS 
(G ) and STA M P  (S) .  Gaps between true and estimated series are in abso­
lute value. Boxplots are of the gap series . Note: outliers are represented 
by horizontal l ines. 
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Figure 1 8 :  Experiment 1 1 .  True seasonal and seasonal estimated by 
GLAS (G ) and STAMP (S ) . Gaps between true and estimated in ab­
solute value . Boxplots of the gap series. 
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Figure 1 9 :  Experiment I l l .  True seasonal and seasonal estimated by 
GLAS (G ) and STAMP (S ) . Gaps between true and estimated in abso­
lute value. Boxplots of the gap series. 
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Figure 20 :  Experiment IV .  True seasonal and seasonal estimated by 
G LAS (G ) and STAMP (S) . Gaps between true and estimated in ab­
solute value. Boxplots of the gap series. Note : Seasonal generated by 
GLAS ( left column) and by STAMP ( right column ) . 
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8 Concluding Remarks 

8 . 1  Criticism of the Methods 

On the basis of the results obtained for the M4 series, we can point out 
some of the advantages and disadvantages of the methods , and make 
some recommendations to improve them . 

G L A S  

The strength of GLAS in our application appears to be  its ability to  per­
form seasonal adjustments with small and quickly converging revisions 
(see again Figure 1 0 ,  bottom panel , page 40) . This is l ikely �o be the 
effect of the Lane minimum revision algorithm. Nevertheless, substan­
tial improvements can be achieved in G LAS by adding an option for the 
estimation of trading day effects, as well as options for the creation of 

diagnostic p lots for a better interpretation of the results. An improved 

version of G LAS including such features has been programmed ( in the 

S-PLUS language) in the course of this study. 

STL 

The strength of STL is the abiltity to perform seasonal adj ustment on a 

large scale, providing all the relevant plots and diagnostic plots. Trading 

day effects can also be estimated . However , a disappointing feature of 

STL is the fact that revisions do not converge to zero as we go backwards 

in time. More work seems to be needed by the developers of STL to 

understand why revisions fai l  to converge and if something can be done 

here to correct the method .  

X- I I  A RIMA 

X- l l  ARIMA has a wide range of options and test statistics, but very 

l imited graphics facil ities . A major improvement would certainly be to 

incorporate the statistical methods within a modern environment for 

graphics .  Another difficulty with X- l l  ARIMA is its somewhat compli­

cated design . Moreover, in the presence of ex-ante balancing , or if the 

66 



series to be seasonally adjusted is difficult to forecast, the method col­

lapses to the less sophisticated X l I  method.  On the other hand ,  among 

the advantages of X- l l  ARIMA and its planned successor X- 1 2  ARIMA 

is the fact that being developed by prominent central statistical offices , 

they have been long accepted as an international standard . The CSO 

has recently chosen to adopt X- l l  ARIMA as its standard approach to 

the seasonal adjustment of all the series it produces . 33 

STA M P  

The appealing feature of STAMP is  that seasonal adjustment is  per­

formed within a well-defined and homogeneous framework , given by 

state-space modelling and the Kalman filter . The amount of smooth­

ing is endogeneously determined in a statistically optimal way, and plots 

and diagnostic p lots are easily available. Moreover , STAMP achieves ex­

ante  balancing by multivariate time series estimation , that is by making 

use of the information provided by all the component series , which en­

sures efficient estimates of the hyperparameters in the model .  Trading 

day effects , although not allowed in the current version of STAMP, will 

be available in the forthcoming version . In the presence of the balanc­

ing constraint ,  a disadvantage of STAMP with respect to G LAS is the 

larger amount of revisions and also the fact that revisions take longer 

to converge . We also recommend that STAMP should be used with hy­

perparameters estimated at the beginning of every calendar year (or, 

alternatively, by taking the average value of the hyperparameters esti­

mated from J anuary to December in the previous calendar year) , so as 

to ensure small revisions within a year (see, again ,  boxplots in Figure 1 1 ,  

page 46) .  

8 . 2  Conclusion 

Both STAMP and G LAS performed acceptably in the live test . G LAS 

has smaller and quickly converging revisions, is simple to use and ex­

plain ,  and has had a good record in operational use over the last four 

33 See the "Report of the Tast Force on Seasonal Adjustment" , Government Sta­
tistical Service Methods Committee, February 1996. 
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years . On the other hand , at the theoretical level STAMP should pro­

duce better seasonally adjusted estimates for the latest observation . If 

the estimation of the current trend and current seasonal is taken to re­

quire forecasting of future movements in the series, then STAMP uses 

much more sophisticated forecasting tools than GLAS.  

8 . 3  Some D irections for Future Research 

The results presented in  this paper constitute a basis for a further dis­

cussion of the comparison of seasonal adjustment methods, but they also 

implicitly suggest improvements and directions for further research that 

we could summarise as fol lows :  

1 . In  principle , whichever method is used for seasonal adjustment , it  

should  have the capacity to estimate trading day effects. As shown 

in our application on the M 4 and the Sterling Lending to Private 

Sector series , trading day effects may account for a substantial 

variation in the data .  Of course , the possibil ity of removing trad­

ing day effects raises an issue of compatibility with the balancing 

constraint . More investigation is clearly needed to understand how 

one can retain balancing with trading day adjustments. 

2. Should we rethink the balancing constraint? How do other coun­

tries and central banks handle the problem in other applications 

(such as flow of funds data)? A reason for the perhaps disappoint­

ing performance of X- l l  ARIMA may be the balancing constraint . 

The CSO favour post-balancing and we are aware that some other 

central banks do not apply it fully in the seasonal adjustment of 

monetary data. The above questions will need to be addressed in 

future work . 

3 .  Despite the results presented in the paper and the effort made to 

shed l ight on different methods, a clear recommendation in favour 

of a particu lar method cannot be made here . This paper looks 

only at technical considerat ions, other factors such as cost of dis­

ruption , maintenance costs and availabil ity of support, and the 
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potential advantages of using an industry standard need also to be 

considered . 

4 .  As regards future technical research , we intend to carry out new 

l ive-tests using the improved version of GLAS,  the improved ver­

sion of STAMP, and the improved version of X- I I  ARIMA (the 

latter is actually called X- 1 2  ARIMA,  and it has just been offi­

cially released by the Bureau of Census in the US) .34 

5 .  Whichever method is chosen,  further consideration should be given 

to the estimation and the possible publication of trend series, since 

i t  is l ikely to be of particular interest to policy makers . 

6. The seasonal adjustment of the weekly (Wednesday-observed) MO 

series , which has not been looked at  in the  present study, would 

also need to be addressed in future work . 

34 Some main advantages of X-1 2  ARIMA with respect to X- l l  ARIMA are: a good 
instruction manual is available for X- 1 2  ARIMAj and ability to handle j umps in the 
series. 
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Appendix 

Diagnostic Plots 

The seasonal-related and irregular-related plots presented in Figures 6-7 
are a routine output in  STL and in the new GLAS program (both running 
under the S-PLUS package) and therefore deserve some explanation . 
The seasonal-related plots provide information on the seasonal pattern 
in the series and serve to facilitate the interpretation of the results of the 
seasonal adjustment . The irregular-related plots are designed , instead , 
for diagnostic checking purposes, or model adequancy. 

The seasonal-related plots are composed of: plot of the seasonal 
component , spectrum of the seasonal , p lot of the seasonal sub-series, 
month by month and over t ime . The spectrum of the seasonal reveals 

how much of the total variability in the seasonal factor is explained 

at different frequencies ,  labeled "cycles per unit of time" on the x-axis. 

These frequencies can be converted into months by taking the reciprocal ; 

thus, we have for example that 0 .0833333 cycles per unit of time is 

equivalent to a length of cycle of 1 /0 .0833333 = 12 months . Other 

important frequencies ,  corresponding to cycles with length of 6, 4 and 3 

months are stressed by the vertical dotted lines shown together with the 

plot of the spectrum.  The plot of the seasonal sub-series provides useful 

information about the mean value of the seasonal factor in different 

months ( represented by the horizontal lines) as wel l  as the variability 

about this mean value in different years (protrayed by the vertical l ines ) .  

I t  can be seen in  Figure 6 ,  for example, that February, March , June and 

J uly are months with large variability in the seasonal factor , as opposed 

to Apri l ,  M ay and December which are characterised by small variability. 

The p lots of each seasonal subseries over time provide another way of 

summarising the information given by the subseries plot , by focusing 

more on the evolution of the seasonal factors over time. 

The irregular-related plots are composed of: p lot of the irregular 

component with upper and lower bands (±2u(f))  for the identification 

of outliers, spectrum of the irregular component (with outliers clipped) 
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for a check of trading day effects ; correlogram and cumulative sum of 

squares of the irregular component for a check of the white noise process ; 

boxplot and normal-quantile (or density estimation) plot for a check of 

the normality of the irregular component . In view of the detection of 

possible trading day effects , the most important plot is given by the 

spectrum of the irregular component . In particular, for a series which 

has a weekly cycle but is recordered monthly, the weekly harmonic  occurs 

with frequency 
365 .25 

= 4 .348 
7 x 1 2  

which correspond to a frequency (called "critical frequency" ) of 0 . 348 .  

Another critical frequency for trading day effects is  0 .432 (see Cleveland 

and Devlin ,  1 982) . Vertical dotted l ines corresponding to these two 

frequencies are drawn with the spectrum of the irregular component 

in our graphical representation ; peaks in the spectrum at the critical 

frequencies 0 . 348 and 0 .432 indicate the presence of trading day effects . 

More on the Balancing Constraint 

It is argued in the paper that the potential conflict between inclusion 

of trading day effects and balancing has to be addressed more deeply. In 

principle, there are a number of possible ways of addressing this in the 

seasonal adjustment of M4 and its counter parts : 

O .  Drop the balancing constraint. 

1 .  Balancing by prior adjustments. Trading day effects are treated 

like prior adjustments, that is they are estimated and removed 

from the Sterling Lending to Private Sector series, which is then 

redefined accordingly. The seasonal adjustment with balancing is 

then applied to M4 as the sum of the five counter parts , with SLPS 

redifined as indicated . 

2 .  Balancing by neglecting a series. The series of total external trans­

actions , a less monitored series among the M4 counter parts , could 

be seasonally adjusted in a residual manner (that is ,  in practice , 
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the seasonal adjustment program is not applied to this series) . This 

might be a workable solution if we think that ,  both from a statis­

tical (seasonality test) and an economic viewpoint , it is not clear 

at all whether this series is seasonal .  

3 .  Indirect balancing. This method is recommended by the CSO in 

those situations where component series , say A, B,  C add up 

to a single series D. The method consists of seasonally adjust­

ing each of the component series individually using the best pos­

sible options ( i .e .  accounting for trading days where necessary, 

using different smoothing parameters for different seasonal sub­

series , etc) . From the seasonal component obtained in this way, 

SeA) , S(B) ,  S(C) , the seasonal component for the aggregate is 

defined as the sum of the seasonal for the components , that is 

SeD) = SeA) + S(B) + S(C). The seasonally adjusted series for 

the aggregate is obtained as D - S( D) . Since the aggregate series 

is adjusted in an indirect way, a check for the absence of residual 

seasonality in the D series is in order . If residual seasonality is 

detected, the seasonal adjustment of the component series is re­

vised again and again ,  using different options , until no residual 

seasonali ty is left . 

4 .  Balancing through a residual component. This type of balancing 

can be used in a situation l ike :  A + B + C = D + E. Here, all the 

components from A to E are individually seasonally adjusted and 

a residual series is created as: R(S) = [A(S) + B(S) + C(S)] -

[D(S) + E(S)J . The residual series is then redistributed to al l 

individual series in a way which is proportional to the variance of 

the series in comparison to the trend . We have therefore A"' (S) + 
B" (S) + C" (S) = D" (S) + E" (S) ,  where A" (S) = a · R(S) + A(S) ,  

B" (S) = b ·  R(S) + B(S) ,  etc . ,  with a + b + c + d + e = 1 .  A check 

for residual seasonality is run on al l series A - A"' (S) , B - B+ (S) ,  

. . .  , E - E+ (S) .  
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Among the different possibility, options 0 and 3 are apparently in use 

at the Bundesbank ,  whereas options 3 and 4 are recommended by the 

CSO. 

Effect of the balancing constraint in STAMP 

Figure 2 1  presents the absolute revisions obtained for the M4 se­

ries by STAMP (relative to G LAS) when estimating the model under 

the balancing constraint (that is using the "homogeneity" option in the 

STAMP multivariate model estimation menu) or unconstrained for bal­

ancing (univariate estimation with fixed hyperparameters) .  The figure 

reveals a somewhat substantial price to be paid for the accounting bal­

ancing in STAMP, in terms of larger absolute revisions . A practical 

solution in applications could be to cut down on revisions by not doing 

them after a certain point .  

� r--------------------------------------------, 

Figure 2 1 :  Rev isions ( in absolute value) obtained for the M4 series when 
subtracting the seasonally adjusted series obtained when running the 
seasonal adj ustment in the samples 1 987 : 1- 1992 : 1 2  and 1 987 : 1- 1 994 : 12 .  
Note : G LAS (solid l ine) is taken as the reference method . 
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