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Abstract

In this paper we estimate a structural empirical model of the UK monetary
transmi ssion mechanism, which can be used for policy analysis and
forecasting. We model asmall system of eight variablesthat theoretically
have an important role in the transmission mechanism. Theaimisto
decompose the movements of each of these variablesinto a small number of
independent underlying forcing processes or ‘ shocks', with awell-defined
economic interpretation. To do this we estimate a statistical (VAR) model of
the data, on which we impose aminimal number of identifying restrictions.
Cointegration analysisis also used to distinguish between permanent shocks,
which drive the stochastic trends of the system, and temporary shocks, which
have purely cyclical effects.

We find that, in addition to identifying shocks to productivity, domestic
demand, external demand and the foreign exchange risk premium, we are able
to distinguish between several types of monetary shock. In particular, we are
able to make a distinction between ‘ permanent’ monetary policy shocks,
attributable to changes in the underlying nominal target of the authorities,
and ‘temporary’ policy shocks, reflecting either policy ‘errors’ or transitory
deviations from the authorities' reaction function. We are also ableto
identify afinancial intermediation shock, reflecting changesin the provision
of credit by the banking system and the degree of financial liberalisation.

We demonstrate some of the practical uses to which the model can be put.
Theseinclude: (@) estimating the deviation of each of the variablesfrom
long-run equilibrium to generate measures of the output gap and the size of
liquidity under/overhangs; (b) analysing the importance of different shocks
for each of the variables over different periodsin UK economic history; and
(c) generating conditional inflation forecasts based on different paths for the
stochastic trends and monetary policy.



1 I ntroduction

In this paper we describe asmall, structural empirical model of the UK
monetary transmission mechanism, which can be used for policy analysis and
forecasting. Aswith the companion analytical model project (see Dhar and
Millard (2000)), our concern is with the role of money in the transmission
mechanism, and so we focus on the interactions between nominal and real
variables and their relationship with inflation. The model isvery muchinthe
spirit of the Bank of England’s ‘pluralist’ approach to modelling and
forecasting (see Bank of England (1999)). So even though we aim to develop
amodel in which the monetary channels of influence are spelled out directly,
our small stylised model ignores many features of the real world that are of
major importance to policy-makers, such as a detailed treatment of the labour
market. We do thisin order to focus on issues that are important to monetary
economists.

Our methodological approach to forecasting informs the kind of model we
want to construct. Specifically, we want to generate conditional forecasts,
based on relatively few assumptions about economic primitives. By
primitives we mean fundamental shocks, trends or forcing processes, which
ultimately drive the endogenous variables. These fundamentals might include
trend productivity growth, trend velocity growth and the nominal anchor.

Our approach to forecasting isasfollows: given assumptions about these
primitives, and given our estimated model of the propagation mechanism,
what isthe conditional forecast of inflation?

A prerequisite thereforeis that the model we useis structural, in the sense
that we can assign economic meaning to the sources of uncertainty in our
model.® A weakness of the large macro-model approach to forecasting is that
the complexity and large number of sources of uncertainty in these models
sometimes make it difficult to understand why certain results are generated.
The model we develop is small, with eight endogenous variables, and we use
theory-consistent criteriato identify eight economic shocks, of which four

(1) Note that this use of the word ‘structural’ differs slightly from that of the dynamic
stochastic general equilibrium (DSGE) school, where the term refers to a model in which
all parameters have economic interpretations in terms of primitives, such as preferences
and technology.



have permanent effects on the endogenous variables and four have only
temporary effects.

The relationship with previous work

We aim to build on previous work on monetary forecasting models. Perhaps
the most influential of theseisthe *P-Star’ model, first applied in a US context
by Hallman, Porter and Small (1991). Thismodel in effect makes the quantity
theory operational by inverting the equation of exchange to relate the trend
pricelevel (p*) to trend velocity (v*) and potential output (y*). The actual
price level isthen assumed to adjust to thistrend price level, according to an
estimated distributed lag process.

Such amodel is attractive because it accords the quantity theory a central
role, but it is clearly non-structural. All the dynamics of the transmission
mechanism are represented in the distributed lag process for prices and, more
often than not, the estimates of trend vel ocity and potential output required
to estimate p* are purely statistical constructs, and hence difficult to interpret
as economically meaningful concepts. The approach we adopt in this paper is
somewhat different from the basic P-star framework. We expand the number
of variables considered to a set that might be thought of as a minimal
representation of the UK transmission mechanism. And then we use more
general restrictions derived from economic theory to identify trendsin
velocity, output, the nominal anchor and other trendsin astructural vector
autoregression (VAR) containing all these variables.

We also aim to tiein our model with the work on monetary overhangs
(*M-M*") previously carried out within the Bank (see Thomas (1997a,b,c)).
Thiswork estimated long-run money demand functions for different sectorsin
the economy, to produce estimates of monetary under/overhangs or liquidity
gaps. Whilethiswork proved useful inidentifying and calibrating the
potential risks from strong monetary growth, it also showed that the dynamic
interaction between money holdings, activity and prices was likely to depend
on the shock that had hit the economy. In this paper we build on the M-M*
work, by being able to show explicitly how the relationship between money,
activity and prices differs according to which fundamental shock hits the
economy. We are also able to construct different concepts of the liquidity
gap, each of which may have adifferent link with output and inflation.



We also regard this paper as highly complementary to work on analytical
models that embody temporary liquidity overhangs, as outlined in Dhar and
Millard (2000). That project involvesthe construction of a dynamic
stochastic general equilibrium (DSGE) model of the transmission mechanism,
which aims at consolidating our understanding of the role of money. DSGE
models, when linearised, can usually be written as afirst-order vector
autoregression. Consequently, the model developed in this paper can be
thought of as the empirical counterpart to the DSGE model devel oped
elsewhere.

The structure of the paper isasfollows. In the next section, we describe our
overall approach to modelling economic time series. It explains how we
decompose the movements of the variablesin our system into economically
meaningful shocks, through placing sufficient restrictions on a statistical
model of the data. 1n Section 3, we set up the system of variablesto be
modelled, and apply the technigues of Section 2 to obtain a representation of
the variables in terms of the permanent and temporary structural shocks. The
properties of the model are then examined through impulse response and
variance decomposition analysis. Section 4 of the paper givesa
demonstration of the practical uses of the model. Thisincludes generating
estimates of the deviation from trend for each variable (eg producing
estimates of output gaps and liquidity overhangs); analysing theimportance
of different shocks as sources of movement for each of the variables over
particular historical periods (welook at a number of case studies such asthe
appreciation of sterling 1979-81); and generating conditional forecasts, based
on different assumptions about the future paths of the permanent and
temporary shocks driving the system.



2 Modelling approach—how do we modd time series
movements?

In this section, we describe our general approach to modelling the time series
we areinterested in. In particular, we describe what we mean by the terms
‘permanent’ and ‘temporary’ shock and the terms ‘trend’ and ‘cycle’. We
also explain how we ‘identify’ them, ie give them an economic interpretation.

(€)) Trendsand cycles

We model our time series as the sum of two components, atrend and acycle:
X, = Xy +F, +F(L)v (1)
where

X, = avector of the n time series of interest at timet.

Ft, = the non-stationary or permanent componentsof X, witht, = thetrends
and F = loading matrix (ie how each trend affects each of the variablesin the
long run).

F (L) v, = the stationary or temporary components of x,, with v, avector of
white noise disturbances, which generate dynamic or ‘cyclical’ effects
through the distributed lag matrix F (L), where L isthelag

operator (L" v; = V,,). SoF (L)v;isastationary distributed lag of

current and past disturbances= Fov;+ FiLv,+ F,L%...or

equivaently = Fovi+ F1 Vi +...

(9)] Stochastic trends and permanent shocks

In addition to the usual deterministic growth or ‘drift’ term, we allow the
trends to have a stochastic or random component, made up of a sequence of

small random disturbances. Since these disturbances have a permanent effect
on each of the variables, they are termed the ‘ permanent shocks'.
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tt=m+tt_l+hlt (2)

or
t

tt=m+éhﬂ—j (2a)
=0

where mrepresents deterministic growth and hy, are the permanent shocks. So
our stochastic trends are simply avector of random walkswith drift. And the
stochastic part of the trend is simply the sum of the current and past
permanent shocks to hit the economy .@

Since our trends are stochastic, thereis no reason to restrict the permanent
shocks driving these trends from having cyclical effects (ie dynamic effects
that differ from the long-run effects). So the vector v; contains both
permanent and temporary shocks:

Ve =[hy hy]’

where h,, are purely temporary shocks, which do not have along-run impact
on x; and so do not form part of the stochastic trends.

So in general, our trend-cycle model for x, can be written in terms of the
permanent and temporary shocks as:

t‘-)l éqltl:l
Xi =X +m+Fahy; +F()¢g ©)
i=0 %ztu

where Fisan xk matrix, wherek isthe number of permanent shocks driving
the system. Such arepresentation is often called amoving-average (' MA’)
representation, as it describes movementsinx; as aweighted moving average
of current and past shocks.

(2) When the trends have a stochastic component, x; is said to be a
‘difference-stationary’ rather than a ‘trend-stationary’ process.
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(c) Alter native ways of modelling thetrends

There are of course other ways of modelling the non-stationary components
of our series. One obvious alternative isto model them as simple linear
deterministic trends. In this case, the shocksin the model affect only the
cyclical movements of each variable and are independent of the systematic
forces driving the trends.

Another way of modelling the trendsis as a sequence of one-off deterministic
regime shifts:

t,=m+m*D, +t, , 4
t

t,=m +m*3a D (4a)
i=0

t
where D is avector of impact dummy variablesand & D,_; avector of
i=0

one-zero step-dummies.

In this case, the non-stationarity of x; isthe result of anumber of large
relatively infrequent ‘regime’ shifts, rather than a sequence of successive
small random changes.® This may beimportant for some of the trends we
wish to identify. For example, the underlying nominal anchor or permanent
component of inflation may be best modelled as a series of known shiftsin
the policy regime, rather than a sequence of small incremental changes. A
similar argument may be used for modelling the trend in financial
liberalisation.

In this paper, we attempt to model our stochastic trends without the aid of
any deterministic regime shifts.®) The statistical model we estimate later is
relatively stable over the sample period, suggesting that it is reasonable to
model the non-stationarity of our variablesin terms of random walks with
drift. Butthisisonly weak evidence, and such a choice should not be based

(3) The dummy terms can be generalised to allow for shifts in the deterministic growth
or drift term.

(4) Indeed we do not use any dummies in our system, even those that only generate
temporary movements in the variables.
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on empirical evidence alone. In futurework we intend to compare the results
below with results based on a system where at |east some of the
non-stationarity in the system is captured by deterministic regime shifts.

d) Estimating a common trends model

The estimation of amodel such as(1) proceeds by recognising that it isthe
inverse representation of aVAR model:

AlL)x, =d +¢g (5)

where A(L) = Ay + AjL + AlL°...

and the structural shocks that we ultimately recover, through the use of
economic identifying restrictions, are simply atransformation of the VAR
residuals e. For the moment, we leave the identification issue aside and
proceed asif the VAR residuals, e, are equivalent to the economic shocks we
wish to recover, denoted earlier as h,. Thisisto focus attention on
determining the number of permanent and temporary shocks driving the
system. This has an important bearing on how weinvert the VAR
representation to yield an MA representation.

The number of permanent shocks depends upon the cointegrating properties
of thedata. Loosely speaking, two or more non-stationary variables are said
to cointegrateif alinear combination of them isfound to be stationary. In
other words, the non-stationary or trend components of the variablestend to
move together over time in some proportion, and the linear combination of the
variables can be thought of as defining along-run equilibrium relationship.
Thisin turn implies that the non-stationary components of these variables are
driven by a‘common’ stochastic trend (or trends). Theimplication is that
there are fewer stochastic trends or permanent shocks than there are
endogenous variables. And the number of columnsin the matrix

F=k<n.

To seethe duality between cointegration and the existence of common
stochastic trends, we rewrite the VAR above in vector error-correction
(VECM) form, where the long-run rel ationships between the levels of the
variables in x; areisolated in the matrix P:

13



B(L)Dx, =d +Px,_, +¢ (6)

If none of the variablescointegrate, then P = 0, and we are left with a
standard VAR in the first differences of the variables

B(L)Dx, =d+e (7)
This, in most cases, can be easily inverted to yield the MA representation:
Dx, =m+c(L)e, where c(L)=B(L)* (8)

and rewriting in terms of trends and cycles

t-1
X, = Xo +Mm + C(l)éoet'i +C* (L)g (9)

where C* (L) = (1- L)~ 1[C(L) - C(1)] and C(1) isthelong-run impact
matrix equivalent to F above. In this case, the matrix Fisannxn matrix, and
there arek = n stochastic trends driving x.

If the variables are cointegrated withr cointegrating vectors or long-run
relationshipsin the data, then rank (P)=r and P can bewrittenas P =ab ¢,

whereb isan n xr matrix of r cointegrating vectors, anda is ann xr matrix of
factor loadings. Inverting the VAR is more difficult in this case. We can still
write the model as

t-1
X =X tm+Ca g, +C*(Le (10

But thistime, C(1) = F isareduced rank matrix (rank = n - r), which Engle and
Granger (1987) and Engle and Y 0o (1991) show can be written as the product
of two matricesC(1) =gqé¢ gand g aren xn-r (or equivalently n xk) matrices
related (non-uniquely) to the parameters of the cointegrating vectorsa and b
through the relationshipsb¢g= 0 and qda = 0. Inthis case, thetrend cycle
decomposition of x, should be written:

X =X tmt+ gt +C*(L)g (11)

14



where there are n-r common stochastic trends (CSTs) given by:

t-1
Li=dkg, (12)
| =
Soin general, when there are r cointegrating relationships among the n
variables in x, the MA representation is defined in terms of k = n-r common
stochastic trends or permanent shocks and r temporary shocks.

Example: King, Plosser, Stock and Watson (KPSW) model (1991)

To seethe duality between cointegration and common trends, consider the
examplein KPSW (1991).

X, consists of consumption, investment and output:
X =[ con;inv,gdp,]¢

KPSW suspect that consumption, investment and GDP are ultimately all
driven by a single common stochastic trend — productivity. The ‘great
ratios' (ie con,- gdp, and inv,- gdp,) are stationary, so that there are two
cointegrating rel ationships between consumption and output and investment
and output.

) econ u
él 0 -1ug.

b@(t:éo 1 -182”“43 (13)
¢ Gudnf

Given that there is one common stochastic trend, gisa (n x (n-r)) matrix iea
(3x2) metrix:

=
’

(14)

i
(D:(‘D)LD) [N
5‘:\ [
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And the trend-cycle decomposition is then given by:

gcon i conoy €1y ¢Dt (0

& u_ & ua , éj é_u

§|nvt g = §|nVO l;| + el@tt +Cc* (L)§ 62t L:] (15)
gydpcH  EgdpoH B Eex

(e Theidentification issue

Theidentification issue refers to how we recover the structural shocks from
the VAR residual's, which we put to one sidein the above. It hasanatural
corollary with the identification of simultaneousequations models, except that
we are putting restrictions on the MA rather than the VAR representation of
the data. Inthe previous section, it was assumed that the residual s of the
VAR and the structural shocks were the same. But the VAR isareduced-form
representation. Every variableis modelled on the lags of itself and the lags of
other variables. So there are no contemporaneous relationships among the
variables: A, in(5) and By in (6) are simply the identity matrix. Thisimplies
two things for the reduced-form MA representation of X, :

@ only one shock affects each of the variables contemporaneously (C,is
an identity matrix, so that e;; only affectsx,; contemporaneously, ex
only affectsx, and so on); and

(b)  theshocksarelikely to be correlated, since any contemporaneous
interaction among the variables will be captured in the
variance-covariance matrix of the VAR residualsS.

In general, (a) and (b) are not properties we would want our structural shocks
to satisfy. Ideally, we would want our structural shocksto be mutually
uncorrelated, since we want them to represent distinct and independent
economic processes. We also want them to satisfy certain theoretical criteria
So, for example, we might like to restrict some of the long-run properties of the
shocks, leaving the contemporaneous effects to be determined by the data,
rather than vice versa.

So as afirst stage, we define a structural model as one that allows each shock
to have a contemporaneous effect on each of the variablesinx, This
involves pre-multiplying the reduced-form VAR or VECM representation by a

16



matrix, Ay = G, asin KPSW (1991), which in MA form for both cointegrated
and non-cointegrated systemsyields:

Dx, = G(L)h, = Gh, +G* (L)h, (16)

where the variance-covariance matrix of the structural shocksis denoted
W, and the relationship between the reduced-form and structural parameters
isgiven by:

e =Gh, and

1 -1 1 (17

CLy=GLG COH=CNG W=G SG
Note that thisis merely atransformation of the reduced-form moddl. It places
no testabl e restrictions on the data. 1n the simultaneousequations literature,
if G is appropriately defined, the model would be said to be ‘just’ or ‘ exactly’
identified. So the key to identifying both the permanent and temporary
shocksistoidentify the matrix Gy, since thisisthelink between the structural
and reduced-form parameters. We can see from the relationshi ps above that
we can identify the elements of G in several ways:

0] We can place contemporaneous restrictions on the shockseg
preventing a shock from having a particular effect on avariable,
because of known or assumed timing lags. Thiswould imply
restricting certain elements of G, to be zero.

(i)  Wecan placerestrictions on the dynamic effects of the shocks. For
example, we may wish to impose some cross-equation restrictions
implied by therational expectations hypothesis, though in general
these are over-identifying (ie they do place testable restrictions on the
data). Given that the reduced-form C(L) parameters are known, this
would mean restricting the elements of G, so that the structural MA
parameters G(L) = C(L) G, take a particular form.

(i)  Wecan placerestrictions on the long-run impact of the shocks. This
is often preferable to placing contemporaneous or dynamic restrictions
on the shocks, as economic theory often has more to say about the
long run. Thiswould mean choosing G, so that (1) takes a particular
form. Notethat any cointegrating relationshipswill play an important

17



part in this, since the matrix of long-run multipliersis of reduced rank
and can be split into G(1) =[F 0] satisfyingb ¢F =0 (see KPSW (1991)
and Wickens (1996)).

(iv) Finally, we can place restrictions such that the variance-covariance
matrix of the structural shocks takes aparticular form. Asargued
earlier, we would want our structural shocksto be orthogonal to one
another, and so we might want to place the restrictions that
G 'SG=W=1I.

In this paper, we use a combination of restrictions (iii) and (iv) to identify the
permanent shocks, and (i) and (iv) to identify the temporary shocks. Inthe
presence of cointegrating relationships, KPSW (1991) and Warne (1991) show
that G, can be partitioned into two matrices = [H J], which allows us to break
down theidentification of & into several stages:

@ Cointegrating restrictions that determine the rank of H and J, and place
some restrictions on the pattern of H. These impose (n-r) xr
restrictions on G,.

(i) | dentifying the permanent shocks. Thisinvolves orthogonality
restrictions on the permanent shocks, as well aslong-run restrictions.
This provides (n-r)® restrictions (see Mellander et al (1992)).

(iii)  Orthogonality between the permanent and temporary shocks. This
imposes r(n-r) restrictions.

(iv)  ldentifying the transitory shocks using orthogonality and
contemporaneous restrictions. This providesr? additional restrictions.

Inall, we impose n? restrictions on G, which is the minimum we need to
identify exactly itsn” elements. Following KPSW (1991), we also place some
testable over-identifying restrictions on the cointegrating vectors at stage (i).
Thisisto ensure that our cointegrating vectors represent, as far as possible,
sensible long-run equilibrium relationships. Aswewill see, thisisuseful in
tying down some of the long-run multipliers.

18



3 Results

To estimate our structural monetary model, we consider a system of eight
variables, al of which are thought to play asignificant role in the monetary
transmi ssion mechanism of the UK economy.

m-p . real M4 (break-adjusted nominal M4, deflated by the
GDP market-price deflator)

y . real GDP at market prices

is . baserate

il . long-term interest rates

pk . real asset prices (FTSE All-Share index deflated by the
GDP market-price deflator)

Dp . Three-month annualised rate of seasonally adjusted
RPIX inflation

id . the weighted own-rate on M4 (aweighted average of
bank and building society deposit rates)

e . Thereal effective exchange rate (the nominal effective

rate multiplied by relative unit labour costs; ariseine
represents areal appreciation).

Thefirst six variables are fairly representative of those used in typical
closed-economy monetary models of the transmission mechanism, see eg the
model of Blanchard (1981), which examines the links between money, asset
prices, bond yields and inflation in a rational-expectations framework. We
augment these variables with the own-rate on M4 and the real exchange rate.
Thisalows usto extend the basic closed monetary economy model to the
case of asmall open economy with a banking system.® Developmentsin the
UK economy’ s rel ationship with overseas economies (eg changesin
exchange rate regimes and trading relationships such as the common market)
and changes in the structure and competitiveness of the banking system (eg
the financial controls of the 1970s and the liberalisation of the 1980s) have
been important influences on the UK economy over the past thirty years. So
any empirical monetary model needs to encompass them. But this potentially

(5) SeeDornbusch (1976) and Obstfeld and Rogoff (1996) for examples of small
open-economy models, and Fischer (1983) and Dhar and Millard (2000) for models that
incorporate a banking system.
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adds to the number of stochastic trends driving the system, eg overseas
demand and banking sector shocks.

Datafor these variables exists over the period 1964 Q1 to 1998 Q2, which we
use as our sample period. Itistruethat this sample period encompasses a
number of potential regime shifts, such as the movement from fixed to floating
exchangeratesin 1972 and 1992. Asdiscussed earlier, we attempt to model
such changes as part of the stochastic trends (ie as one of a series of
successive permanent shocks), rather than as large one-off events through
the use of deterministic shift dummies. Tests of the stability of the estimated
system give an idea of how reasonable this assumptionis. But we intend to
experiment with different ways of allowing for regime shiftsin future work.

The estimation and analysis of our structural empirical model iscarried out in
several stages:

Cointegration analysis. The unrestricted VAR system containing the
levels of all the variablesis estimated, and Johansen’s (1988) ML
procedure for determining the cointegrating rank of the system is applied.
Thisisto determine the number of common stochastic trends in the
system. We also place some (over)identifying restrictions on the
cointegrating vectors as afirst stage in identifying the shocks, although
as argued by Warne (1991), thisis not a necessity to identify aSVAR
model.

Placing structural identifying restrictions on the shocks to obtain an
SVAR model. The reduced-form errors of the VECM system are
transformed into structural shocks, using identifying restrictions on the
short and long-run impact of the shocks as discussed earlier.

Impulse response analysis. The dynamic impact of theidentified shocks
on each of the variablesis analysed to seeif the predictions are sensible.

Variance decomposition. Theimportance of each of the permanent
shocksin driving each variable in the system is examined, at different
time horizons.

It isimportant to emphasise that the identifying restrictions we impose are not
meant to be set in stone, especially as some of them are controversial and
model-dependent. They are meant to illustrate what sort of restrictions can be
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imposed in thisframework. In general, we can estimate the structural model
using avariety of different identifying assumptions, and examine what
difference it makes to the pattern of the structural shocks and their impact on
each of the variablesin the system.

(€)) Cointegration analysis

Table A below shows the result of applying the Johansen (1988) ML
procedure for determining the number of cointegrating vectors (CV's) and the
corresponding number of common stochastic trends (CSTs) in the system.
The determination of the cointegrating rank of the system will place
restrictions on the matrix of long-run multipliers F, as described earlier. Thisis
the minimum we need to do before imposing further restrictions on the MA
representation of the model. But following KPSW (1991), it may be preferable
to test some over-identifying restrictions on the cointegrating vectors before
restrictions on the shocks themselves areimposed. Thisis because the
estimated cointegrating vectors derived from the Johansen procedure are
identified in an arbitrary manner and do not in general have an economic
interpretation. So we also test whether the vectors can be restricted to
conform to meaningful economic relationships.

Table A: Cointegration analysis

Unrestricted constant
Effective sample: 1965 Q3101998 Q2: Lag(s) in VAR-modd: 6
Obs.- no.of variables: 83

I(1) andysis

Eigenv. L-max Trace HO: r n-r  L-max90 Trace90
0.3864 6447 212.39 0 8 32.26 149.99
0.3491 5669  147.92 1 7 28.36 117.73
0.2397 36.18 91.24 2 6 2463 89.37
0.1633 2353 55.06 3 5 20.90 64.74
0.0971 1348 3152 4 4 1715 4384
0.0817 1125 18.05 5 3 13.39 26.70
0.0470 6.35 6.80 6 2 10.60 1331
0.0034 045 045 7 1 271 271
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Thetest results indicate that there are probably four cointegrating vectors at
the 10% significance level. Thisimpliesthat there are four common stochastic
trends driving the eight variables. Blanchard’s (1981) closed-economy model
has four central equilibrium relationships. aterm-structure relationship, an
asset pricing equation, a money demand equation and an aggregate demand
relationship. Thiswould suggest four cointegrating relationships: the spread
between short rates and long rates (as the expectations hypothesis of the
term structure suggests that short and long rates should be equal in thelong
run); an asset price relationship linking real asset prices homogeneously with
income and negatively with real interest rates; a money-demand rel ationship
linking real money with income, real asset prices (as aproxy for real wealth),
and the opportunity cost of holding money; and an aggregate demand
relationship linking GDP to wealth, interest rates and the exchange rate.

Table B below shows the results of restrictions tests on the CVsthat examine
whether they conform to the equilibrium relationshipsimplied by the
Blanchard model. At least four restrictionsin each equation are needed to
identify the vectors (see Johansen and Juselius (1994), Pesaran and Shin
(1995)). Theinitial restrictions we imposed were asfollows:

@ Thefirst vector was restricted to form a money-demand relationship.
Thisinvolved imposing zero restrictions on all variables except money,
GDP and asset prices, and restricting the deposit rate and base rate to
form aterm in the opportunity cost of holding money (id-is).

(i) The second vector was restricted to form aterm-structure relationship.
So the coefficients on short and long rates were restricted to be equal
with opposite sign, and all other coefficients were restricted to be zero.

(iii)  Thethird vector was restricted to be an asset-price relationship. So
the coefficients on income and asset prices were restricted to be equal
in magnitude with opposite sign, as were the coefficients on the
short-term interest rate and inflation. All other coefficients were
restricted to be zero.

(iv)  Thefourth vector was restricted to be an aggregate demand
relationship. For thiswe excluded real broad money (no wealth effect
asit largely represents inside money) and restricted two of the three
interest rate coefficients to be zero, leaving the other interest rate to
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take up the burden of affecting aggregate demand. Theresultswere
broadly the same whichever two interest rates were excluded (partly
owing to the restrictions already imposed on the short and long rates

in (ii)).

Table B: Testing restrictions on the cointegrating vectors

Hypothesis 1: Money demand relationship, term structure, asset price
eguation, aggregate demand

TheLR test, c}8) = 17.49, p-value=0.03

b’
is Il m y pk p e Id

1099 0.00 100 -131 -028 0.00 000 -1099
100 -1.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 000 -001 001 -100 0.00 0.00
0.00 0.00 0.00 100 -044 118 -037 -17.06

a L oading coefficients t-values

Dis 002 -033 -056 -004 104 -245 -288 -250
Dil -003 016 -001 o001 205 179 -004 100
Dm -007 022 003 002 -306 149 015 087
Dy -002 -019 001 000 -100 -153 007 020
Dpk -014 070 368 023 -084 063 235 177
Dp 010 -080 013 -003 177 -208 025 -0.69
De -031 166 297 025 -426 350 442 461
Did 000 -010 003 000 003 -110 024 029
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Table B: (continued)

Hypothesis2: Money demand relationship, term structure, real interest and
asset price equation

TheLRtest, ¢ (9) = 17.84, p-value=0.04

b’
Is il m y pk p e id
1.00 -1.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 000 -0.00 -1.00 0.00 0.00
1092 0.00 1.00 134 -025 000 -000 -1092
0.00 0.00 0.00 271 100 -36.08 114 5202

a L oading coefficient t-values

Dis -034 055 002 o001 248 287 105 249
Dil 016 -001 -003 000 177  -004 -197 -09
Dm 022 003 -007 -001 149 015 -309 -087
Dy -019 001 -002 000 -150 004 -100 -019
Dpk 073 365 -015 -007 0.66 234 -089 -178
Dp -078 012 010 o001 -2.04 022 173 069
De 166 29 -032 -008 351 442 -428 -462

Did -010 003 000 000 -1.13 026 003 030
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Thefirst vector was normalised on broad money, the second and third on the
base rate and the fourth on output. This normalisation, together with the
restrictionsin (i) to (iv), anounted to 24 restrictions in total, eight of which are
over-identifying.

As can be seen in Table B the ¢ test indicates that these over-identifying
restrictions (collectively labelled *Hypothesis 1’ in the table) are on the
borderline of acceptability at the 5% level. The money-demand and
term-structure rel ationships are both well-defined, with sensible coefficients
and loading vectors. Interestingly, the loading vectors suggest that the
money cointegrating vector (which can be interpreted as the deviation of
actual from long-run equilibrium money holdings, M-M*, the liquidity
overhang) has a positive effect on inflation and a negative effect on the real
exchange rate. Thissuggests that the liquidity overhang, on this definition,
may have an important part to play in the transmission mechanism.

An important caveat hereis that the relationship we have estimated for money
holdingsis highly aggregated, and uses real asset prices as a proxy for
wealth. Previouswork in the Bank (Thomas (1997a) and (1997b) and Brigden
and Mizen (1999)) suggests that liquidity overhangs are best estimated at a
sectoral level, since different agents (eg households, industrial and
commercial companies, and financial companies) have different motives for
holding money. Thiswould imply different elasticities on activity and wealth
for each sector’ s demand-for-money relationship. So the aggregate
relationship estimated here may mask important sectoral differences. We
discuss the concept of the monetary overhang further in Section 4 of this

paper.

The other cointegrating vectors, however, are not well-defined under
Hypothesis 1. In particular, the coefficients on income and asset prices are
extremely low in the third identified vector, suggesting that the real
short-term interest rate is close to being stationary. Thiswould be plausible
for asmall economy if the world real interest rate was also stationary over the
sample period. And astationary real interest rateis also appealing for other
theoretical reasons (see Rose (1988)). Also, the coefficients oninterest rates
and the exchange rate in the aggregate demand relationship are wrongly
signed. So it seemed sensible to restrict the third cointegrating vector to be a
stationary real interest relationship, and normalise the fourth vector on asset
pricesto seeif this produced an appropriate asset price relationship.
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These restrictions, summarised in Hypothesis 2 in Table B, are slightly more
acceptable. But the resulting asset price relationship is not well-defined. In
particular, the coefficient on income iswell above one, and could not be
restricted. Also, thetermsin theinterest rate and inflation could not be
restricted to form areal interest rate term, leaving real asset prices dependent
on therate of growth of nominal variablesin thelong run.® Interestingly, real
asset prices are significantly related to thereal exchangerate. Thisisnot
surprising, since the equity price index we use (the FTSE All-Share index)
contains quoted companies, some of which have a strong international

exposure and some of which are partly owned by the overseas sector.

One reason why these restrictions might have been rejected at conventional
levels of significanceisthat our sample period ends at acyclical peak. For
example, inthe eight quarters leading up to 1998 Q2 both asset prices and the
real exchange rate rose very strongly. To check for this possibility, we looked
at the stability of these long-run relationships over different sample periods.
The over-identifying restrictions test was computed recursively over
progressively larger samples, starting with the period

1965 Q3-1980 Q1, and shifting the end of the sample forward one quarter at a
time. Chart 1 showsthe recursive c® test statistic relative to its 5%
significancelevel. Therestrictions appear to be acceptable at the 5% level for
every sample except those ending in the last few quartersleading up to 1998
Q2. And therestrictions are never rejected at the 1% level. Thismight
suggest that our sample period has ended at a cyclical peak, and that in future
periods the variables should start to return to their long-run equilibrium
valuesimplied by the four CVswe have identified.

(6) Note that we use the deposit rate as the relevant interest rate in this equation. This
avoids certain problems with the rank condition of identification that would arise if we
used the short rate or long rate and attempted to restrict them to form areal interest rate
term with inflation.
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Chart 1: Recursive over-identifying restrictions test
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But of course, it could equally reflect our failure to place sensible identifying
restrictions on the CVs, in particular on the asset price relationship. To test
this, we estimate a closed-economy system that excludes the real exchange
rate from the system. Here, the cointegration analysis suggested that there
was less evidence of afourth vector. And as none of them contains the real
exchange rate, we tested whether the first three CV's of our open-economy
system were acceptabl e in the closed-economy system. Theimplied
over-identifying restrictions could not be rejected at the 5% level, and the
sum of the coefficients on output and asset prices in the money equation
could berestricted to one (p-value 0.09). So given therule that cointegrating
vectors that are acceptable in a sub-system should also be cointegrating
vectorsin alarger system, this suggests that the asset-pricerelationshipin
the open-economy system isthe reason why the over-identifying restrictions
test isonly marginally acceptable.
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Given their broad acceptability over time and in smaller sub-systems (and also
remembering that we have not added any dummy variables to our system), we
take the CVswe haveidentified as reasonably acceptable long-run
relationships. But in our subsequent analysis, we point out where the asset
price relationship might be having an impact on the results.

(9)] Placing identifying restrictions on the shocks

Following the cointegration analysis, the next stageis to estimate the VECM
representation (equation (6) above) with the cointegrating rank and the
restrictions on the CVsimposed. Despite having some doubts about the
identification of the cointegrating vectorsin Section (a), the estimated VECM
has reasonably good statistical properties. Table C below shows some
diagnostic tests on the VECM. The only major statistical problems are with
the normality of the residuals of the inflation and real money eguations. An
inspection of the residuals shows that thisis largely related to the large hike
in VAT in 1979 Q3, which had the temporary effect, over one quarter, of
raising inflation and reducing real balances. An appropriate dummy variable
for this period isapossible solution. But for now we stick to our initial
strategy, which is to attempt to model our system of variables without the aid
of any deterministic variables. SothisVAT effect will be captured in one of
our identified shocks.

The VECM also seemsto be areasonably stable statistical model. Chart 2
shows recursive one-step (labelled 1up) and break-point (labelled Ndn) Chow
test statistics for each equation in the system (relative to their 5% significance
level), aswell asatest for the system asawhole. None of the equations
appears to show any major sign of astructural break (except perhaps,
unsurprisingly, the real exchange rate over the ERM period), which implies
that our attempt to capture the non-stationarity in our system viathe
stochastic trends is not entirely unreasonable.
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Table C: Diagnostic testson the VECM

Dis: AR 1-5F(5, 81) = 08158  [0.5419]
Dil AR 1-5F(5, 81) = 20097  [0.0859]
Dm AR 1-5F(5, 81) = 04872  [0.7849]
Dy AR 1-5F(5, 81) = 19378  [0.0970]
Dpk AR 1-5F(5, 81) = 05315  [0.7518]
Dp AR 1-5F(5, 81) = 09929  [0.4274]
Did AR 1-5F(5, 81) = 03936  [0.8519]
De AR 1-5F(5, 81) = 06244  [0.6816]
Dis normality ¢* (2) = 32022  [0.1928]
Dil Normality ¢? (2) = 11320  [0.5678]
Dm Normality ¢? (2) = 10142 [0.0063]**
Dy Normality ¢? (2) = 1211 [0.5458]
Dpk Normality ¢? (2) = 82118  [0.0165)*
Dp Normality ¢? (2) = 15552 [0.0004]**
Did Normality ¢? (2) = 52903  [0.0710]
De Normality ¢? (2) = 36641  [0.1601]

Dis ARCH 4 F(4, 79) = 00775  [09889]
Dil ARCH 4 F(4, 79) = 05862 [06736]
Dm ARCH 4 F(4, 79) = 03639 [0.8336]
Dy ARCH 4 F(4, 79) = 1882  [01219]
Dpk ARCH 4 F(4, 79) = 01283  [09717]
Dp ARCH 4 F(4, 79) = 0191 [0938]]
Did ARCH 4 F(4, 79) = 03764 [0.8249]
De ARCH 4 F(4, 79) = 04654  [0.7609]

Vector AR 1-5 F(320,324)
Vector  Normality ¢* (16)

10939  [0.2105]
42959 [0.0003]**

Notes: AR 1-r is the Lagrange multiplier test for rth-order residual autocorrelation;
normality isthe test of Doornik and Hansen (1984), which tests whether the skewness
and kurtosis of the residual s corresponds to those of a normal distribution; ARCH isatest
of autoregressive conditional heteroscedasticity described in Engle (1982); Xi? is the test
for heteroscedasticity of White (1980). P-values arein parentheses, a‘ *’, and * **’
reflect arejection of the null hypothesis at the 5% and 1% levels respectively.
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Chart 2. Stability tests on the VECM
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I dentifying the permanent shocks

Given that our statistical model seemsrelatively stable, we now attempt to
place some economic restrictions on the system. Asdiscussed earlier, the
restrictions we impose are purely illustrative. Different identifying
assumptions or adifferent labelling of the shocks we identify may be more
appealing to some. The framework we have adopted is meant to be flexible, so
that the implications of different identifying assumptions can be examined
straightforwardly. To placeidentifying restrictions on the shocks, we first
invert the VECM toyield the MA representation of the data (where the
variables are described as a function of current and lagged reduced-form
shocks) described earlier. We then place restrictions on the impact of shocks,
according to chosen economic criteria.
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As discussed in Section 2, we need to place (n-r)° restrictions to identify the
permanent shocks. Ten of the restrictions can be obtained by assuming that
the structural permanent shocks are mutually uncorrelated (ie originate from
independent sources) and have anormalised variance of 1. Thisleavessix
further restrictionsto beimposed. Asdiscussed earlier, we impose long-run
restrictions on the impact of the CSTs based on the predictions of theory.

So what type of permanent shocks should we be looking for, and how do we
identify them? Some guidance on thisis offered by the cointegration analysis
we carried out earlier. Indeed, it isimportant that the restrictions we impose
are consistent with the cointegrating vectors we identify. The fact that we
have found cointegrating rel ationships for money demand, the term structure,
real interest rates and asset prices suggests that we should rule out
identifying our permanent shocks as those to money demand, the term and
equity risk premia, or theworld real interest rate. Consider the term-structure
relationship. The cointegrating vector implies that short and long rates move
together in thelong run. In contrast, the existence of a permanent
term-premium shock (and hence the existence of a term-premium stochastic
trend) would imply that short and long rates moved apart over time. So the
two areinconsistent. A similar argument appliesto the other relationships.

Thisleaves us with several potential candidates for the four fundamental
permanent shocks:

(1) Domestic productivity/aggregate supply shocks.

(20 Domestic demand shocks, such as shiftsin fiscal policy and consumer
preferences.

(3) A permanent nominal shock, reflecting the implicit inflation/money
growth target of the authorities. 1n the absence of full credibility, this
might beinterpreted as the trend in inflation expectations or ‘ core’
inflation.®

(7) There are obvious Lucas critique issues here since a shift in the nominal target of the
authorities might influence the process which agents use to generate their expectations.
This would invalidate the assumption of constant parameters in the structural MA
representation of the system.
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(4) A financial liberalisation/credit market shock, which affects the
competitiveness/willingness to lend of the banking system and leads to a
permanent shift in the velocity of circulation. Another way to think of
thisis as ashock to the demand and supply of the intermediation
services provided by banks.

(5 Shiftsinthe pattern of foreign demand and supply, which affect the
equilibrium current account.

Given that thereal interest rate is stationary, we choose not to identify the
aggregate demand shock as one of our permanent shocks. So we assume that
shiftsin aggregate demand have no long-run effects on any of the variables
of our system. Thisiscontroversial, sincein certain open-economy models a
shift in aggregate demand will affect the equilibrium real exchange ratein the
long run. Thetypical mechanismisthat, for agiven level of equilibrium
output inthelong run, arisein real domestic demand must be offset by afall
in net external demand, which is engineered through arisein thereal
exchangerate.

But this argument only considers the internal balance of the economy, and
ignores the fact that a current account deficit will result from a shift between
domestic and overseas demand. Theresulting fall in net external assetswill
continue to have negative wealth effects on domestic demand, as long as the
deficit persists. Provided that the propensity to consume out of wealthis
greater than the real rate of return on overseas assets and that the economy is
small relative to the rest of the world, the current account will return to
balance at theinitial level of thereal exchangerate.® Sointhelong run, stock
and flow equilibrium impliesthat ashift in any of the components of domestic
demand will be offset by awealth-induced fall in domestic consumption,
rather than an exchange rate-induced fall in overseas demand. And asthis
does not affect the equilibrium level of output or the equilibrium current
account, it should have no effect on thereal exchange rate.

(8) If the propensity to consume out of wealth islower than the real interest rate, the
model can become unstable, since the decumulation of assets/accumulation of debt will
worsen the debt-service component of the current account faster than it improves the
trade balance component.
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So we identify the four permanent shocks on the following basis:

Thefirst shock isidentified as a productivity shock (labelled an AS
shock) and isrestricted to have no long-run impact on the rate of
inflation, although it may have cumulative effects on the price level. This
shock is also intended to cover shocks to productivity from overseas
such as oil shocks, and shocks emerging from the labour market.

The second shock we identify as a shock to financial intermediation
(labelled FIN). Thisisleft unrestricted, asit is ashock for which we have
few theoretical priorsregarding itslong-run effects. Potentially, ashiftin
the supply of credit could affect long-run output via‘ credit-channel’
effects on investment. And we would want such a shock to have a
significant long-run effect on the opportunity cost of holding money; eg
the spread between deposit rates and base rates would be expected to
narrow as aresult of afinancial liberalisation.

Thethird shock isidentified asanominal shock (NOM) and is restricted
to have no impact on real output or the real exchange rate in the long run.
We allow it to have an effect on real balances and real asset prices, given
that arisein coreinflation islikely to affect the opportunity cost of
holding M4 (since asmall proportion of M4 is non interest bearing) and
given that one of our cointegrating vectors suggested that the growth of
nominal variables affectsreal asset pricesin thelong run.®)

The fourth shock isidentified as arelative foreign demand (FOR) shock
that permanently affects the equilibrium real exchangerate. Itis
restricted to have no long-run impact on output, inflation or any of the
domestic interest rates (this only involves three restrictions, since the
stationarity of the real interest rate and the term structure implies that
anything that has a zero long-run effect on inflation also has a zero effect
on the short and long-term interest rates). Thefirst of these restrictions
issomewhat controversial, asit implies that even though the real
exchange rate changesin thelong run, this has no long-run effect on the
equilibrium level of output. Thus, we are assuming that in the long run

(9) If wedid restrict the inflation rate to have no effect on asset prices, then the
nominal shock would have to affect one or more of the other variables in the asset-price
cointegrating vector to ensure consistency.
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there are no wedge effects that drive a permanent gap between real
product and consumption wages and that would in turn shift the NAIRU.

So the matrix of long-run multipliersF takes the form:
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But of course some of the ‘*’ s are restricted by the structure of the
cointegrating vectors. Asmentioned above, thereal interest rate and
term-structure CVsimply that shocks that are restricted to have a zero effect
oninflation will also have a zero effect on both interest rates.

I dentifying the temporary shocks

The restrictions we have imposed so far are enough to identify the common
stochastic trends, but we need additional restrictions to carry out impulse
response and variance decomposition analysis of the system. Asaminimum,
we need further restrictions to ensure that the temporary shocks are
uncorrelated with the permanent shocks. But more importantly, we also want
to give some economic interpretation to the temporary shocks. Potential
candidates for the temporary shocks were suggested by the cointegrating
vectors, eg risk-premium shocks.

Earlier, we a so ruled out domestic demand shocks from having a permanent
effect on any of the variables. But they may be an important influencein the
short run. Perhaps more importantly, we have only identified the permanent
component of monetary policy—the underlying inflation target (or agents’
inflation expectations). But policy may also be subject to temporary
disturbances due to policy errors, or because the authorities place some
weight on information variables that are extraneous to our system of
variables. Thismight explain part of the unexplained component of interest
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rate movements. To see how the permanent and temporary policy shocks
interact, imagine that the authorities on average operate a Taylor rule:

is = r*+p+aP.-p)+ (Q-a)(y-y) + hwol
p*1: p*t-l + hNom

The temporary policy shock hy then represents any movement in interest
ratesthat deviates from thisrule. The permanent policy shock, as discussed
earlier, permanently changesp*, which changesis one for onein the long run
(keeping the real interest rate unchanged at r*), but less than one-for-onein
the short run.

To identify the temporary shocks, we impose contemporaneous restrictions.
In addition to the ten restrictions required for orthogonality, we must place six
additional restrictions on the temporary disturbancesto identify them.
Unfortunately, these contemporaneous restrictions require us to make
assumptions about the timing rel ationships between the variables. In
particular, we are forced to take a stand on such issues as the degree of
nominal rigidity in response to different shocks. The four shocks we attempt
to identify and the restrictions we impose are as follows:

@ A temporary monetary policy shock (labelled TPOL). On the basis of
there being alag between interest rate movements and demand, and a
further lag (because of nominal rigidities) between demand and
inflation, this shock isrestricted to have no contemporaneous impact
on output or inflation.

(i) A domestic demand (AD) shock. Thisisallowed to havea
contemporaneous effect on output, asit is not subject to thefirst lag
mentioned in (i), but no contemporaneous effect on inflation, asit is
subject to the second |ag.

(i) A foreign exchange risk-premium shock (FRP). Thiswe interpret asa
general shift in preferences towards sterling-denominated assets.
Again we appeal to timing lags, and this shock is restricted to have no
initial effect on output, prices and additionally the deposit rate,
reflecting the stickiness of bank deposit-rate setting, although thislast
restriction israther arbitrary.
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(iv)  Thefourth temporary shock isleft asunrestricted. For now, we label it
ashock to the term premium (TERM), which drives atemporary wedge
between the path of expected future short rates and the
long-term rate of interest.

So in total, we impose the following restrictions directly on the
contemporaneous impact matrix of the shocks Gy:
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The sum total of our orthogonality restrictions (involving n(n+1)/2=36
restrictions), cointegrating restrictions (r(n-r)=16 restrictions), 6 restrictions
on the permanent shocks and 6 on the temporary shocksis enough to identify
uniquely the 64 elements of the impact matrix &, which transforms the
reduced-form residual sinto structural disturbances.

(c) Impulseresponse analysis

We are now in aposition to analyse the dynamic effects of the identified
structural disturbances on each of the variables. This providesagood
indication of whether the identified shocks live up to the labels we have given
them. Charts 3-10 show the effect of a one standard deviation shock for each
of theidentified permanent and transitory shocks.

The permanent shocks
The effects of an AS shock conform almost exactly to theory. Real
money, output, and asset prices all risein thelong run, following a

supply shock. And real asset pricesinitially show atendency to
overshoot their long-run equilibrium. Also, there is anegative
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short-run effect on inflation, so that the price level falls permanently in
response to an AS shock. Thereal exchange rate declinesin thelong
run®. Theliquidity gap, M-M*, declinesinitially, asincome and asset
prices both raise M* by more than therisein M. So under an AS shock,
M-M* is negatively associated with output, but positively associated
with inflation.

The effects of anominal shock also look sensible. Short ratesfall in the
short run, the real exchange rate depreciatesin line with traditional
Dornbusch overshooting models and inflation rises. As this shock
ultimately has a permanent effect on inflation, long ratesrisein
anticipation, so the term structure becomesupward-sloping. Inthelong
run, all three nominal variables converge on the same value asimplied by
the stationary real interest rate. Money, real asset prices and output are
both positively affected in the short run, before tailing away to zero. The
chart showsthat it isagood ideato restrict the cointegrating vectors
before identifying the shocks. Theimposition of the term structure and
stationary real interest rate cointegrating rel ationships ensures that all
three nominal variables are equated in the long run, in accordance with
the Fisher hypothesis. Initially, M falls slightly below M*, despite a
positive effect on real balancesin the short run. But after around five
quarters, alarge liquidity gap emerges, which peaks at around the same
time as output and alittle ahead of inflation.

Thefinancial intermediation shock has alarge impact on money balances,
and deposit rates rise relative to short and long rates, implying afall in
the cost of intermediation. Output rises, and both inflation and the real
exchange ratefall in thelong run, which is perhaps suggestive of credit-
channel effects on aggregate supply. M-M* fallsin the short run, as
risesin output, asset prices and the spread of deposit rates over short
ratesall work to increase M*. So under this shock, M-M* is negatively
related to output in the short run, but positively related to inflation. The
latter may simply result from not restricting the responses of nominal

10 theory the real exchange rate declines to boost net trade sufficiently so that it
meets the rise in import demand resulting from the wealth/income generated by the
productivity increase.
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variablesto this shock to be zero.

The chief impact of the foreign shock in thelong runison the real
exchangerate. But thereisalso anegative effect on real asset prices, as
implied by the asset-price relationship that we identified as one of the
cointegrating vectors.

The temporary shocks

The temporary monetary policy shock produces broadly sensible
responses. It involves acut in short-term interest rates, which increases
asset prices and subsequently output and inflation in the short to
medium term. So thereisno ‘price puzzle' effect. But the exchangerate
initially shows aperverseresponse. Only after several quarters does it
depreciate below itslong-run equilibrium level asin the Dornbusch
overshooting story. M-M* rises under this shock, as theory would
predict. And (partly by construction) it leads both output and inflation
with apositive effect.

The responses to a domestic demand shock all accord with theory. An
expansion of aggregate demand initially leadsto arisein interest rates by
the authorities (eg since this produces inflation inconsistent with the
authorities policy objectives) and arise in output and the real exchange
rate in the medium term.

The impact of the foreign risk-premium shock appearsto be sensible,
having strong effects on real asset prices and the real exchangerate,
consistent with it representing a shift in preferences towards
sterling-denominated assets.

The unrestricted shock, which we provisionally |abelled a
‘term-premium’ shock, would seemto live up toitsname. A fall inthe
premium leads to long rates falling relative to short rates, and thisboosts
money, output, asset prices and inflation in the short run.

Generally, the impulse responses are sensibly signed and provide some
support for our identifying restrictions. In particular, neither of our monetary
policy shocks exhibits the price puzzle problem. Moreinterestingly, different
shocks produce different relationships between surplus liquidity and output
and inflation.
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Chart 3: Aggregate supply shock impulse responses
(% from base unless otherwise stated)
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Chart 4: Financial liberalisation shock impulse responses
(% from base unless otherwise stated)
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Chart 5: Permanent policy shock impulse responses
(% from base unless otherwise stated)
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Chart 6: Reative foreign demand shock impulse responses

(% from base unless otherwise stated)
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Chart 7: Temporary policy shock impulse responses
(% from base unless otherwise stated)
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Chart 8: Foreign risk premium shock impulse responses
(% from base unless otherwise stated)
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Chart 9: Term premium shock impulse responses
(% from base unless otherwise stated)
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Chart 10: Aggregate demand shock impulse responses
(% from base unless otherwise stated)
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d Variance decomposition

An additional diagnostic on our identifying restrictionsistherelative
importance of the shocksin driving each of the variablesin the system. To
do this, we carry out a variance decomposition analysis of the system.

A variance decomposition analysis derives the contribution of each of the
shocks to the variance of the forecast error for each variable at different time
horizons. In other words, it shows how much of the variability of each of the
variablesis accounted for by each shock at different time horizons. In Table
D below, we show aforecast error variance decomposition for each variable.
The key pointsto note are:

(1) Movementsinreal M4 seem to be dominated at long horizons by
financial intermediation, AS and nominal shocks. But at short horizons,
temporary policy shocks appear to be quite important, suggesting that
unexpected cutsin rates may have significant effects on money growth.

(2) Asinalot of other SVAR work, movements in output are dominated by
AS shocks at long horizons. But at short horizons, AD shocks account
for alarge proportion of output movements. Nominal shocks do appear
to have a significant effect on output, suggesting that there may be
substantial costs of moving to alower steady-state rate of inflation.
Temporary policy shocksaccount for asmall proportion (around 3%) of
output variability at short horizons.

(3) Interest rates, though largely determined by nominal shocksin thelong
run, appear to be affected by most of the shocksto afairly equal degree
in the short run. The only exception is the temporary policy shocks,
which only account for around 1% of the short-term variability in rates.
This suggests that deviations from some average policy rule have been
small. But it might also suggest that temporary policy shocks are being
captured by one of the other temporary shocks.

(4) Around one quarter of the variability in deposit rates at long horizonsis
accounted for by financial intermediation shocks. And the term-premium
shock has alarge impact on long rates at short horizons. This supports
our interpretation of the unrestricted shocks.
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Q)

©)

More than half the variability in the real exchangerate at long horizonsis
due to foreign demand shocks, giving us some confidence in our
identifying restrictions on this variable. By contrast, AD shocks, aswe
have identified them, appear to have little effect, even in the short run.
This contrasts with other studies that have attempted a SVAR
decomposition of the exchange rate (eg Astley and Garratt (1998)), which
usually find IS or demand shocks to have an important role in explaining
exchange rate movements. But theimportant point to stress hereis that
the restrictions we place on the relative foreign demand shock are very
similar to those typically used to identify AD shocks, aswe discussed
earlier. In effect, we have split general demand shocks into two subsets:
atemporary domestic demand shock and a permanent relative foreign
demand shock. The latter appears to be more important in explaining
exchange rate movements.

Although inflation is dominated in the long run by the permanent policy
shock, financial liberalisation shocks seem to have an implausibly large
role in determining short to medium-term movementsininflation. This
suggests that further over-identifying restrictions may be necessary to
recover this shock fully.
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Table D: Variance decomposition

is
Horizon ASshock Finshock Nom shock For shock Tpol shock FRP shock Term shock AD shock

1 024 0.11 0.05 0.13 0.01 0.10 0.04 0.31

2 025 0.13 0.03 0.15 0.02 0.06 0.06 0.31

4 021 0.13 0.02 0.19 0.01 0.04 0.04 0.35

8 0.18 0.14 0.02 0.18 0.01 0.05 0.08 0.34
20 0.16 0.17 0.22 0.11 0.02 0.05 0.06 0.21
100 0.02 0.38 0.53 0.01 0.00 0.01 0.01 0.03

il
Horizon ASshock Finshock Nom shock For shock Tpol shock FRPshock Term shock AD shock

1 0.12 0.22 0.06 0.09 0.03 0.00 0.38 0.09
2 013 0.29 0.09 0.05 0.02 0.00 0.36 0.06
4 014 0.33 0.14 0.06 0.02 0.00 0.26 0.05
8 0.10 0.35 0.23 0.07 0.02 0.01 0.17 0.05
20 0.04 0.37 0.47 0.02 0.01 0.01 0.06 0.02
100 0.01 0.40 0.58 0.00 0.00 0.00 0.01 0.00
m-p
Horizon ASshock Finshock Nom shock For shock Tpol shock FRP shock Term shock AD shock
1 0.02 0.43 0.12 0.08 0.34 0.01 0.00 0.00
2 0.03 0.48 0.09 0.08 0.29 0.01 0.01 0.01
4 0.08 0.49 0.07 0.06 0.20 0.01 0.07 0.02
8 0.17 0.43 0.06 0.04 0.13 0.01 0.14 0.02
20 0.29 0.52 0.03 0.02 0.04 0.01 0.06 0.02
100 0.16 0.56 0.24 0.03 0.00 0.00 0.01 0.00
y
Horizon ASshock Finshock Nom shock For shock Tpol shock FRPshock Term shock AD shock
1 0.27 0.04 0.14 0.03 0.00 0.00 0.01 0.51
2 024 0.03 0.15 0.03 0.03 0.00 0.05 0.48
4 0.39 0.04 0.17 0.02 0.03 0.00 0.06 0.29
8 0.3 0.09 0.18 0.01 0.02 0.01 0.06 0.10
20 0.64 0.11 0.14 0.02 0.01 0.01 0.02 0.05
100 0.68 0.26 0.04 0.00 0.00 0.00 0.01 0.01
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Table D (continued)

pk
Horizon ASshock Finshock Nom shock For shock Tpol shock FRP shock Term shock AD shock
1 0.38 0.01 0.13 0.14 0.04 0.06 0.21 0.04
2 0.36 0.01 0.09 0.21 0.04 0.02 0.21 0.06
4 041 0.02 0.10 0.20 0.03 0.01 0.20 0.03
8 043 0.05 0.17 0.15 0.02 0.01 0.16 0.02
20 0.25 0.10 0.47 0.11 0.01 0.01 0.05 0.01
100 0.10 0.15 0.64 0.09 0.00 0.00 0.01 0.00
p
Horizon ASshock Finshock Nom shock For shock Tpol shock FRP shock Term shock AD shock
1 013 0.51 0.06 0.01 0.00 0.00 0.28 0.00
2 0.09 0.58 0.05 0.01 0.00 0.04 0.19 0.03
4 0.12 0.50 0.06 0.01 0.02 0.04 0.16 0.08
8 0.17 0.45 0.14 0.02 0.03 0.03 0.12 0.06
20 0.08 0.35 0.39 0.01 0.02 0.02 0.08 0.03
100 0.03 0.38 0.52 0.01 0.01 0.01 0.03 0.01

e
Horizon ASshock Finshock Nom shock For shock Tpol shock FRP shock Term shock AD shock

1 0.08 0.01 0.22 0.29 0.07 0.30 0.03 0.00

2 0.07 0.01 0.33 0.28 0.05 0.23 0.03 0.01

4 0.08 0.04 0.35 0.30 0.03 0.15 0.04 0.01

8 0.09 0.05 0.35 0.36 0.01 0.08 0.02 0.02

20 0.04 0.06 0.35 0.44 0.02 0.03 0.02 0.03

100 0.03 0.33 0.09 0.52 0.01 0.01 0.01 0.01

id

Horizon ASshock Finshock Nom shock For shock Tpol shock FRPshock Term shock AD shock

1 0.18 0.00 0.00 0.31 0.12 0.00 0.01 0.38

2 022 0.04 0.00 0.28 0.08 0.00 0.02 0.37

4 021 0.05 0.00 0.27 0.05 0.01 0.01 0.41

8 0.17 0.03 0.01 0.27 0.03 0.02 0.05 0.42

20 0.18 0.03 0.19 0.17 0.05 0.04 0.06 0.28

100 0.02 0.23 0.68 0.02 0.01 0.00 0.01 0.03
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4 Practical uses of the model
@ Generating output gapsand liquidity overhangs

One obvious use of the model isto generate trend levels for each of the
variables, using the common stochastic trends we have identified. At first
glance this seems straightforward. We simply use the long-run impact matrix
of the shocks, F, to generate atrend for each variable that isalinear
combination of the stochastic trends that drive that variable in the long run.

But we must be careful here, as use of theword ‘trend’ means different things
in different contexts. In particular, there may be circumstances when the trend
we wish to construct would include the cyclical effects of some of the
permanent shocks. A good exampleisthe output gap. The concept of the
‘trend’ level of output used to construct an output gap istypically some
notion of the supply capacity of the economy. In this case, we would want to
include the cyclical effects of productivity shocks on output, since these
clearly affect the supply capacity of the economy at a given moment in time.
To put this another way, we would want our output gap to reflect shocks that
only have atemporary effect on output, such as aggregate demand and
monetary policy shocks.

Another good exampleisthat of estimating the trend ininflation or ‘ core’
inflation. Do we want to include the ‘cyclical’ or dynamic effects of the
nominal stochastic trend? One way to answer thisquestionisto say ‘no’ if
we are after ameasure of the underlying inflation or nominal target of the
authorities; but ‘yes' if we are after ameasure of inflation expectations that
would enter an expectations-augmented Phillip’s curve, for example. The
dynamic effects of a change in the nominal trend/inflation target could be
interpreted as the adjustment of inflation expectations as the private sector
learns about anew regime. Chart 11 below shows these two different
measures of coreinflation. Core 2, which includesthe cyclical effects of the
nominal shock, shows less variation than Core 1, which excludes these
effects. This could beinterpreted as partial adjustment of inflation
expectations to changes in the underlying target.
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Chart 11: Coreinflation
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Charts 12 and 13 below compare the Core 2 measure of inflation with other
measures of underlying inflation. Chart 13 shows a comparison with two
survey-based measures of inflation, the Gallup index (discontinued from 1997
Q3) and the Basix trade union survey. Thereisareasonable correlation
between our estimate of coreinflation and both survey-based measures.
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Chart 12: Coreinflation and survey-based measures of
inflation expectations
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A moreinteresting relationship is apparent in Chart 13, where Core 2 is plotted
next to recent measures of domestically generated inflation (DGI), which
attempt to strip out international influences on UK prices. Changesin the

Core 2 estimate of underlying inflation appear to have led recent movements
in DGI inflation on both definitions.
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Chart 13: Coreinflation and DGI measures of inflation
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Theissue of the appropriate trend measure becomes even more complicated
when measuring the liquidity gap or monetary overhang. Previouswork has
used the estimated long-run relationships from cointegration analysisto
generate liquidity gaps, which were discussed in Section 3. But this measures
equilibrium money holdings when the determinants of the long-run demand
for money are at their actual levels. If wewere to take the trend in money
holdings implied by the long-run effects of the permanent shocks, we would
(in effect) be measuring equilibrium money holdings when the determinants of
the long-run demand for money were themselves at their trend level.

Including the cyclical effects of some of the permanent shocks (such asthe
financial intermediation shock or productivity shock) gives different estimates
depending on which shocks' cyclical effectsareincluded. So estimates of the
liquidity gap will depend critically on what isincluded in the definition of the
long-run demand for money. |f we consider that permanent rather than actual
income should be in the long-run money demand function, we should go for a
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trend that excludesthe cyclical effects of the productivity shock. Below we
show three different estimates of the liquidity gap: thefirst (gap 1) isthe
cointegrating vector (M-M*) estimated in Section 3; the second (gap 2) isthe
trend excluding the cyclical effects of the permanent shocks driving money;
and the third (gap 3) isthe trend including the cyclical effect of the permanent
shocks. All three show quite different patterns. In particular, thethird gap is
alot lessvolatile than the first two. This suggests that the definition of
equilibrium money holdings matters agreat deal for determining the extent of
aliquidity overhang.

Chart 14: Theliquidity gap
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Any estimate of trend money holdings can of course be transformed into a

trend for velocity. Chart 15 below shows the trend for velocity where the
cyclical effects of the permanent shocks are included.
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Chart 15: Trend M4 velocity
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Combining our estimates of the output and liquidity gaps, we show below a
chart that shows their relationship with the annual rate of inflation. The
liquidity gap (using the less volatile measure in Chart 14) and the output gap
appear, if anything, to be fairly coincident. And both appear to have some
lead over inflation in the recent past. But of course, we should not
necessarily expect to see any particular systematic leading or
lagging-indicator properties between these gaps and inflation, since the
impulse responses indicated that these vary with the type of shock.
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Chart 16: Gaps compared
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(9)] Historical decompositions

Another use of the model isthat we can also look at a historical
decomposition of the variablesin the system. Thisdiffersfrom the variance
decomposition, asit attempts to measure the relative importance of the
shocks over particular historical episodes rather than their average
importance over the sample period. A historical decomposition of the system
isone of the useful outputs the empirical model hasto offer the forecasting
process, in that it helpsto indicate the sources of the most recent movements

in demand, output and inflation.

Welook at two major historical episodes: the appreciation of sterling during
the period 1979 to 1981; and the period of high output growth during the late
1980s. But the approach could obviously be used to analyse a variety of case

studies.
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The appreciation of sterling 1979-81— oil or monetary policy ?

Between 1979 Q2 and 1981 Q1 thereal value of sterling in terms of relative unit
labour costs rose by almost 40%. At the time there was considerable debate
over whether thisrisein thereal exchange rate wasdriven by: (i) the impact
of higher oil prices on the trade balance, since the United Kingdom had
become a net exporter of oil by thelate 1970s; or (ii) the restrictive monetary
policy implemented by the incoming Conservative government designed to
lower the underlying rate of inflation. Buiter and Miller (1981) showed that
both shocks might cause an overshooting of the real exchangerate in the
short run and, in the case of oil, apermanent risein the equilibrium real
exchange ratein thelong run.

In terms of the VAR we can attempt to shed light on thisissue by analysing
the contributions of the various structural shocks to exchange rate
movements over thisperiod. A strong contribution from the aggregate
supply shock or possibly the relative foreign demand shock would suggest
the oil price was moreresponsible for therisein thereal exchangerate. A
strong contribution from the permanent nominal shock, on the other hand,
would suggest that restrictive monetary policy was the chief driving force.

Chart 17 below shows the cumulative risein the real exchange rate between
1979 Q2 and 1981 Q1 relative to the cumulative contribution of each of the
structural shocks. The decomposition suggests that around athird of the rise
might be explained by the permanent monetary policy shock, while at most
another third could be attributable to oil through the aggregate supply and
relative foreign demand shocks.
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Chart 17: Therisein sterling 1979-81
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Explaining the output gap in the late 1980s

Charts 16 showed that a significant output gap is estimated to have emerged
during the late 1980s. In annual termsreal output grew by around 3.5% on
average between 1984 Q4 and 1990 Q2. And this presaged apick-upin
inflation to around 9% by the middle of 1990. Several factors have been
suggested to account for the emergence of this output gap:

(i)  Theincometax cutsinthe 1987 and 1988 budgets and their impact on
consumption. Thiswould suggest that demand shocks were the chief
underlying cause of the output gap.

(i) Thederegulation of credit markets. The process of financial
liberalisation in the late 1980s made it easier for the household sector to
obtain credit, especially through borrowing secured on property. And
thisrather than tax cuts fuelled the pick-up in demand growth. This
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would suggest that financial liberalisation shocks had a significant
effect on demand and output.

(i) Shadowing the Deutsche Mark. Over this period the Chancellor
attempted, either formally or informally, to keep sterling tied to the
Deutsche Mark. Even though it was argued that this would lock the
United Kingdom into Germany’ slow inflation rate, the upward pressure
on sterling at the time may have forced the authorities to lead too loose
amonetary policy, with the implication that the underlying rate of
nominal expansion or implicit inflation target may have risen. For
example there may have been arisein the equilibrium real exchange rate
which put upward pressure on sterling. And in response the authorities
held interest rates at relatively low levelsto prevent the nominal
exchange rate fromrising. Theresulting fall in real interest rates and
build-up of aliquidity overhang would then explain the expansion of
aggregate demand and the emergence of an output gap. This argument
would suggest that the output gap was driven primarily by permanent
monetary policy shocks, possibly with a contribution from relative
foreign demand shocks which pushed up the equilibrium real exchange
rate.

Chart 18 below shows the cumulative rise in the output gap (which we
measure here as the cumulative rise in output excluding the cumulative impact
of aggregate supply or productivity shocks) relative to the contribution of
each of the shocks from 1984 Q4 to 1990 Q2.

Aggregate demand shocks appear to have some role in sustaining the
output gap during 1988 but their cumulative effect diminishesin 1989
and 1990. So on this evidence tax cuts would appear to have had a small
transitory role in boosting demand and output.

Financial liberalisation shocks have asmall but more persistent effect on
the output gap, suggesting at least some impact of financial
deregulation on demand. An examination of the historical
decomposition of real money balances over this period shows a much
stronger contribution from financial liberalisation, suggesting a strong
shiftin trend velocity.

Permanent nominal shocks seem to have made the most important
contribution to the output gap, at |east to the height of the boom in 1988
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after which it dies away somewhat as policy began to get tightened from
late 1988 onwards. This positive contribution was supported by the
relative foreign demand shock, which appears to have raised demand
and the equilibrium real exchange rate particularly over the period
1987-88, when the authorities were most active in keeping alid on the
exchangerate. This suggeststhat monetary policy was working hard to
prevent the exchange rate from rising in response to ashift in its
equilibrium value. Thisissupported by Chart 19 which shows the
persistent negative contribution of the permanent monetary policy
shock to the real exchange rate over this period.

Chart 18: Explaining the output gap in the late 1980s
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Chart 19: Contribution of permanent policy shock to thereal
exchangerate
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So overall the model would support (iii) as the major explanation of the
emergence of apositive output gap in the late 1980s.

(c) Conditional forecasts

Another way the model can be used isto carry out conditional forecasts
based on a small number of assumptions about the future path of the
underlying stochastic trends. In particular, we can make forecasts under
different assumptions about trendsin inflation expectations, financial
liberalisation and productivity growth.

Forecasts can also be made conditional on particular paths for monetary
policy, which may be different from the path generated by the model, or from
the path expected by agents. For example, the MPC currently forecasts
inflation conditional on a constant short-term nominal interest rate, which is
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typically different from the path implied by interest rate futures or bond
yields. Inthe context of our model, conditioning on a path for the interest rate
that differed from the path predicted by the model would imply a series of
monetary policy surprises over the forecast period, ie we would forecast
conditional on a path for the monetary policy shocks. The important issue
hereisone of signal extraction. Inthelight of interest rates turning out
differently from expected, how much do agents assume that thisisa
temporary policy shock and how much a permanent shift in the nominal target
of the authorities? We intend to examine some of theseissuesin future work.

5 Conclusions

We have estimated a small structural model, involving eight variables that
theory predicts play an important role in the monetary policy transmission
mechanism. We found that we were able to decompose movementsin these
variablesinto four permanent and four temporary shocks, each of which was
identified according to economic criteria. The properties of the model seem
broadly sensible, and there do not seem to be any ‘price puzzle' problems
with the response of inflation to either permanent or temporary monetary
policy shocks. But there are some features of the model (eg the impact of the
financial liberalisation shocks oninflation) that we intend to look at further in
future work. The model also builds on previous work in the Bank, by showing
explicitly how different shocks produce a different interaction between money
holdings, monetary overhangs, activity and prices.

We have also shown some of the practical uses of such amodel. The model
can be used to produce estimates of the output gap, liquidity gap, and core
inflation. It can also be used to identify which shocks have been the most
important in driving each of the variables over agiven time period. Perhaps
more importantly, the model can also be used to provide conditional
forecasts, based on different assumptions about the future paths of the
stochastic trends and temporary shocks.
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