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Abstract

This paper assesses the cross-country ‘ stylised facts' on empirical messures of the losses incurred
during periods of banking crises. Wefirst consder the direct resolution costs to the government and
then the broader costs to the welfare of the economy — proxied by lossesin GDP. Wefind thet the
cumulative output losses incurred during crisis periods are large, roughly 15%-20%, on average, of
annua GDP. In contrast to previous research, we aso find that output losses incurred during crises
in developed countries are as high, or higher, on average, than those in emerging market economies.
Moreover, output losses during crisis periods in developed countries aso gppear to be sgnificantly
larger — 10%-15% — than in neighbouring countries that did not at the time experience severe banking
problems. In emerging market economies, by contrast, banking crises appear to be costly only when
accompanied by acurrency crigs. These results seem robust to alowing for macroeconomic
conditions a the outset of criss—in particular low and declining output growth — that have also
contributed to future output losses during crises episodes.



SUmmary

Over the past quarter of a century, unlike the preceding 25 years, there have been many banking
crises around the world.  Although thereis now a substantial empiricd literature on the causes of such
crises, there have been fewer studies measuring their potential cogts. Yet it isadesire to avoid such
costs that lies behind policies designed to prevent, or manage, crises.

This study congders the ways in which banking crises can impaose costs on the broader economy and
presents cross-country estimates of the direct resolution costs and the broader welfare costs,
gpproximated by output |osses, associated with banking crises.

In asample of 24 banking crises estimated resolution cogts are found to be bigger in lower-income
countries and those with higher degrees of banking intermediation. Countries with large fiscal costs of
crises have in the past often experienced a Smultaneous currency criss, epecidly those that had in
place afixed exchange rate regime.

However, resolution costs may smply reflect atransfer of income from taxpayers to bank
‘stakeholders rather than necessarily the cost to the economy asawhole. An dternative, abeit ill
imperfect, proxy for the latter is the impact of crises on output.

Cumulative output losses (relative to trend) incurred in a sample of 47 banking crises are dso
investigated in this study. Output losses are found, on average, to be large — around 15%-20% of
annua GDP. Losses are usudly much larger in the event of atwin banking/currency criss then if
thereisabanking criss done, particularly in emerging market countries. Crises have dso typicdly
lasted longer in devel oped countries than in emerging markets. Because of this, on some measures,
output losses during crises are larger in developed than in emerging market countries.

However, acrucid issue in measuring output losses is deciding whether they are caused by the
banking crises, and are thus costs of banking crises, or whether recession caused the crises. Inan
attempt to answer this question output losses in a sample of 29 systemic banking crises are
compared with neighbouring countries that did not at the time face severe banking problems.
Banking crises but not currency crises were found to significantly affect output in developed
countries, while the opposite was true in emerging market countries. These results also seem to hold
up after alowing for other factors that may have caused outpuit to fal.

It seems to be the case that regardless of whether banking crises cause or are produced by
recession, they exacerbate subsequent output |osses and are often costly to resolve.



1 I ntroduction

Over the past quarter of a century, unlike the preceding 25 years, there have been many banking
crises around the world. Caprio and Klingebid (1996, 1999), for example, document 69 crisesin
devel oped and emerging market countries since the late 1970s. In arecent historica study of 21
countries, Bordo, Eichengreen, Klingebid and Martinez- Peria (2001) report only one banking crisis
in the quarter of a century after 1945 but 19 since then.

Although there is now a substantial cross-country empirical literature on the causes of banking
crises,”) there have been fewer studies measuring the potential costs of financid system ingtability. Yet
it isadesire to avoid such costs that lies behind policies designed to prevent, or manage, crises. This
paper consders the ways in which banking crises can impose costs on the broader economy and
presents estimates of those costs. In particular, the paper focuses on cross-country estimates of the
direct fiscal costs of crisis resolution and the broader welfare cogts, gpproximated by output 1osses,
associated with banking crises.

The paper is organised asfollows. Section 2 congders the various potential costs of banking crises
and provides a brief overview of the channds through which they areincurred. Section 3 discusses
briefly the generd issuesinvolved in measuring the costs of crises. Section 4 assesses the existing
evidence on the fiscal costs of crisis resolution, and Section 5 presents a number of estimates of
output foregone during crisis periods.  Section 6 assesses the extent to which output losses are
attributable to banking crises per se rather than due to other causes. Section 7 concludes.

2 Costs of banking crises—an overview

A crigsindl or part of the banking sector may impose costs on the economy as awhole or parts
withinit. Arg, ‘sakeholders in the failled bank will be directly affected. These include shareholders,
the value of whose equity holdings will decline or disappear; depositors who face the risk of losing
al, or part, of their savings and the cost of portfolio redllocation; other creditors of the banks who
may not get repaid; and borrowers, who may be dependent on banks for funding and could face
difficultiesin finding aternative sources. In addition, taxpayers may incur direct codts as aresult of
public sector cridis resolution — cross-country estimates of these are shown below.

Cogsfdling on particular sectors of the economy may just reflect a redistribution of wedth, but under
certain conditions banking crises may aso reduce income and wedlth in the economy as awhole.

2.1 Potential channels of banking crises
A wave of bank failures— a banking crisis — can produce (as well as be caused by) a sharp and

unanticipated contraction in the stock of money and result, therefore, in arecesson (Friedman and
Schwartz (1963)). Second, if some banksfail and others are capital constrained the supply of credit

@ For example, see the literature review on leading indicators of banking crises by Bell and Pain (2000) and the
references within.



may contract, forcing firms and households to adjust their balance sheets and, in particular, to reduce
spending. Output could fdl in the short run.  This mechanism —working through the ‘ credit channd’
—was highlighted by Bernanke (1983) who attributed the saverity and length of the Great Depression
in the United States to widespread bank failure. Moreover, if investment isimpaired by areduction
in access to bank finance, capital accumulation will be reduced and thus the productive capacity, and
S0 output, of the economy in the longer run will be adversely affected.

A weskened banking system can lead to areduction in bank loans either because some banks fail or
because banks under capitd pressure are limited in their ability to extend new loans. Under the Basel
Accord (which isapplied in over 100 countries) banks can lend only if they can meet the specified
capital requirements on the new loans. Banks can, of course, reduce other assets to make room for
bank lending but their scope to do so may be limited. Pressure on one or even severad banks only
will lead to a persistent reduction in the overal supply of credit, however, if other banks do not step
in to fill the gaps and borrowers cannot turn to other sources of funding such as the securities
markets.

One schoal of thought suggests that bank credit cannot easily be replaced by other channels because
the intermediation function of banks is necessary for some types of borrower (see Leland and Pyle
(1977) and Fama (1985)). Coallecting information on borrowers over alengthy period enables banks
to distinguish between the creditworthiness of ‘good’ and ‘bad’ customers. Bank fallures could lead
to the loss of this accumulated information and impose costs on the economy insofar as the
information has to be re-acquired. In addition, the specificity of thisinformation may make it difficult
for some borrowers to engage with a subgtitute bank if theirsis unable to lend (Sharpe (1990) and
Rgan (1992)). In practice, the specid role played by bank credit islikely to vary from country to
country, and its availability or not will be affected by the nature and extent of criss. In most
countries, too, households and smdl businesses a least are unlikely to be able to obtain finance from
the securities markets.

There are other channels too through which difficulties in the banking system (if widespread) can
affect their customers and the economy more widely. The banks overdraft facilities and committed
back-up lines for credit are one protection againgt liquidity pressures for customers, but Diamond and
Dybvig (1983) dso stress that by providing an instant-access investment (demand deposits) they
provide another important mechanism. Mot importantly, the payments system will not work if
customers do not have confidence to leave funds on deposit a banks or, crucidly, bankslose
confidence in each other. A complete breakdown in the payments system would bring severe costs
since trade would be impaired (see Freixas et al (2000)). In practice, the authorities are likely to
take action before a complete loss of confidence occurs.

The overdl impact of a banking crisis on the economy depends amongst other things on the manner
and speed of crisis resolution by the authorities. For example, apolicy of forbearance by regulators
could increase mora hazard and harm output over an extended period, whereas arapid clear-out of
bad loans might be expected to improve the performance of the economy over the longer term. That
said, such longer-run benefits need to be weighed againgt any potentia short-run costs of strong
policy actiory for example, its effect on confidence in the financia sector more broadly.
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2.2 Evidence of the economy-wide costs of banking crises

There are only alimited number of cross-country comparisons of output losses of banking crises
(see, for example, IMF (1998), and Bordo et al (2001)). These use Smilar methodologies and
sample sizes of developed and emerging market countries and find that output losses during crises
are, on average, in the range of 6%-8% of annua GDP for single banking crises but usualy well over
10%, on average, when banking crises are accompanied by currency crises (‘twin’ crises).

However, the direction of causation in atwin crissisunclear. Oneinterpretation is that exchange
rate crises either lead directly to higher output losses — for example through reguiring atightening in
monetary policy —or do so indirectly through increasing losses for banks with foreign currency
exposures or loans to sectors which themsdves have large currency exposures® The latter might be
expected to be a problem particularly for emerging market banking systems for which externd
borrowing tends to be predominantly in foreign currency because of the cost of externa borrowing in
domestic currency. But causation may be the other way round, with larger banking crises causng a
generd flight from domestic assets and so putting pressure on the currency, which would be
exacerbated if capitd inflows are concentrated in the banking sector. Another possibility isthat twin
crises may be more likdly to occur in the face of large adverse shocks thet are themsdlves the main
cause of the reduction in output (relative to trend). The leading indicator literature suggests that twin
crises tend to occur againgt a background of weak economic fundamentals, with banking crises more
often than not preceding currency crises which, in turn, exacerbate banking crises (see Kaminsky and
Reinhart (1999)).

Thereisadso someindividua country evidence, dbeit mainly on the United States, on the costs of
crises.® Bernanke (1983) and Bernanke and James (1991) provide support for the credit crunch
theory of the Great Depression. Kashyap, Stein and Wilcox (1993) provide time series evidence for
the United States, that shiftsin loan supply affect investment. Hall (2000) aso suggests that such an
effect may have occurred in the United Kingdom in the recession of the early 1990s. Using data
from asurvey of loan officersin the United States of America, Lown, Morgan and Rohatgi (2000)
find astrong correlation between tighter credit Sandards and dower loan growth and output.

In practice though, because banking sector problems are most likely to occur in recessions, it is not
essy to separate out whether areduction in bank lending reflects a reduction in the supply of or
demand for funds (see Hoggarth and Thomas (1999) for the recent Situation in Jgpan). A critical
issue, covered below, is therefore whether reductions in output are caused by banking crises or vice
ver sa.

Cross-sectionad micro-data provide further support for the specia role that bank credit performsin
the economy. Kashyap, Lamont and Stein (1992) provide some evidence that non-rated firms are
bank-dependent. Gertler and Gilchrigt (1992) have found that, following episodes of monetary
contraction, small firms experience alarge decrease in bank loans, which appears to be their only
source of externd finance. In direct contrast, large firms are able to increase their externa funding by
issuing commercia paper and borrowing more from banks.

@ However, the cause properly defined of the output loss hereiis, in fact, whatever caused the exchange rate to
depreciate in the first place.
® See Kashyap and Stein (1994) for asurvey.
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3 M easuring the costs of banking crises

Since the costs of bank failure can emergein avariety of ways, we have adopted broad measures of
Crisis cogs.

There are anumber of difficulties in measuring the codts of banking crises. Fird, defining acrigsis
not sraightforward. Caprio and Klingebiel (1996) cover 69 crises which they term ether ‘systemic’
(defined as when much or dl of bank capitd in the system is exhausted) or ‘border ling (when there
is evidence of sgnificant bank problems such as bank runs, forced bank closures, mergers or
government takeovers). These quditative definitions have been used in most subsequent
cross-country studies, including those in this paper.©

Even when defined, measuring the costs imposed by banking crises on the economy asawholeis not
sraightforward. Most cross-country comparisons of costs focus on immediate cris's resolution.

Such fiscal cods are reported in the next section. But they may smply measure atransfer of income
from taxpayers to bank ‘ stakeholders' rather than the overall impact on economic welfare.® The
latter isusualy proxied by the divergence of output —and in fact the focusiis often output growth —
from trend during the banking crisis period. Estimates of these cogts are aso reported below in
Section 5. However, these cd culations estimate the output |oss during the banking crisis rather than
necessarily the loss in output caused by the crisis —the costs of banking criss. Banking crises often
occur in, and indeed may be caused by, business cycle downturns (see Gorton (1988), Kaminsky
and Reinhart (1999), Demirguc-Kunt and Detragiache (19983)). Some of the estimated declinein
output (output growth) relative to trend during the banking crisis period would therefore have
occurred in any case and cannot legitimately be ascribed to the crigs. Inthe final section we attempt,
using cross-section data, to separate declines in output during periods of banking criss attributable to
the banking crissitsdf from declines due to other factors.

4 Fiscal costs

Table A shows recent estimates of the fiscal cogtsincurred in the resolution of 24 mgor banking
crises over the past two decades, reported by Caprio and Klingebid (1999) and Barth et al (2000).
In the table a digtinction has been made between banking crises done and those which occurred with
acurrency crisis (‘twin’ crises).® A currency crisisis defined, asin Frankel and Rose (1996), as a
nomina depreciation in the domestic currency (againgt the US dollar) of 25% combined with a 10%
increase in the rate of depreciation in any year of the banking crisis period.”

“® Therefore, on this definition acrisis occursif and when banking problems are publicly revealed rather than
necessarily when the underlying problemsfirst emerge.

® However, fiscal costs may also include a deadweight economic cost especially if the marginal costs of social
fundsishigh.

© Although the term currency ‘crisis' isused here asis common in the literature, how alarge exchange rate
depreciation should be viewed depends on its cause.

() Thelatter condition is designed to exclude from currency crises high-inflation countries with large trend rates
of depreciation.
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Fiscal codts reflect the various types of expenditure involved in rehabilitating the financid system,
including both bank recapitalisation and payments made to depositors, either implicitly or explicitly
through government-backed deposit insurance schemes. These estimates may not be drictly
comparable across countries and should be treated with a degree of caution. Moreover, etimates
for the recent crisesin east Asiamay be revised, as and when new losses are recorded.

That said, the data do point to some interesting stylised facts. Resolution costs appear to be
particularly high when banking crises are accompanied by currency crises. The average resolution
cost for atwin crigsin Table A is23% of annua GDP compared with ‘only’ 4%%% for abanking
crisgsadone. Moreover, al countries that had fiscal costs of more than 10% of annua GDP had an
accompanying currency criss. Smilarly, Kaminsky and Reinhart (1999) find that bail-out costsin
countries which experienced atwin criss were much larger (13% of GDP), on average, than those
which had a banking crisis done (5%).

Whether the association of higher banking resolution costs with currency crises reflects a causa
relationship isunclear. On the one hand, currency crises may be more likely to occur the more
widespread and deeper the weakness in the domestic banking system, as savers seek out aternative
investments, including overseas. On the other hand, currency crises may cause banking crises, or
make them larger. A marked depreciation in the domestic exchange rate could result directly in
losses for banks with large net foreign currency liabilities. Credit losses may dso be incurred
indirectly if abank’s borrowers have large net foreign currency exposures. Bank losses caused in
thisway may be particularly likdy for countries that had fixed or quasi-fixed exchange rate regimes
prior to the crigs; such regimes might have encouraged banks and other firms to run larger unhedged
currency positions than would otherwise have been the case. Many banks made lossesin thisway in
the recent east Adian crisis (see, for example, Drage, Mann and Michadl (1998)). All the Sx
countriesin Table A that incurred fiscd costs of more than 30% of GDP previoudy, had afixed or
quasi-fixed exchange rate in place.

The cumulative resolution cogts of banking crises gppear to be larger in emerging market economies
(on average 17%%b of annua GDP) than in developed ones (12%). For example, since the recent
east Asan crigs, Indonesiaand Thailand have dready faced very large resolution costs — 50% and
40% respectively of annuad GDP —whereas, in the Nordic countries in the early 1990s,
notwithstanding widespread bank failures, cumulative fiscal costs were kept down to 10% or less of
annua GDP. The difference may be because devel oped countries face smaller shocks to their
banking systems. Some data suggest that non-performing loans have been much larger in emerging
market crises (see Table A).© Alternatively, both the banking system and the redl economy may
have been better able to withstand a given shock because of more robust banking and regulatory
systems, including better provisioning policies and capital adequacy practices. The difference in these
fiscd codts of criss may aso reflect the greater importance of Sate banks within emerging markets
(their share of total banking sector assets is around three times as large, on average, asin the sample

® Some caution is needed in comparing non-performing loans across countries because of differencesin
accountancy standards and provisioning policies.
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of developed countriesin Table A),® since they are more likely than private banks to be bailed out
by governments when they fal.

As one might expect, everything se equd, fiscd codts of banking resolution seem to be larger in
countries where bank intermediation — proxied by bank credit/GDP —is higher. For example, during
the Savings and Loans crigsin the United States in the 1980s, where intermediation by financid
inditutionsis relaively low by the stlandards of developed countries, fisca costs were estimated at
‘only’ 3% of annud output. However, the problems were largely confined to a segment of the
banking industry. In contrast, in Japan, where bank intermediation is relaively important, the
resolution costs were estimated at 8% of GDP by March 2001 and with the current stabilisation
package might rise as high as 17% of GDP.®

The quditative stylised facts on resolution costs discussed above are summarised in the smple
regresson in Table B equation (1), dthough the estimates should be interpreted with caution given the
amdl sample size (24). The point estimates suggest that, on average, fisca costs are 18% of annud
GDP higher when associated with a currency criss, 2.2% of GDP higher for every 10 percentage
point higher share of credit within GDP and 6% of GDP lower for every $10,000 increasein per
capita GNP.

Fiscal cogtsincurred dmost certainly depend on how crises are resolved (see Dziobek and
Pazarbasioglu (1997)). Poor resolution might be expected to be reflected in crises lasting longer
and/or becoming increasingly severe. In the meantime some fragile banks could ‘ gamble for
resurrection’ and thus eventuadly require more restructuring than would otherwise have been the case.
That said, thereisno clear gtatistical relationship between fiscd costs and crisis length for the sample
of crisesshown in Table A. Frydl (1999) finds asmilar result. Recent work by Honohan and
Klingebiel (2000), however, suggests that the approach taken to restructuring isimportant. This
andysis of asample of 40 developed country and emerging market crises indicates that fiscal costs
increase with liquidity support, regulatory forbearance and unlimited deposit guarantees. Although
we aso find in our sample (weak) pogtive correlation between the provision of liquidity support and
fiscal cogs the LOLR dummy varigbleis gatisticaly inggnificant (and wrongly signed) when added
to the regressorsin Table B (see equation (2)).

As noted earlier, resolution costs may not dways be a good measure of the cogts of crisesto the
economy more generaly but rather atransfer cost. Also, large fisca costs may be incurred to
forestall abanking crigsor, at least, limit its effect. In this case, the overal costs to the economy
may be smdl; and if the criss were avoided it would not be observed, but significant fiscal costs
might have been incurred. Conversdly, the government may incur only smal fiscal cogts, and yet the
broader economic adverse effects of a banking crisis could be severe. For example, abanking crisis
was an important feature of the Great Depression of 1929-33 and yet fiscd costs were negligible
snce there was little capital support to the failing banks and no deposit insurance.

© Data on state ownership are for 1997 from Barth et al (2000).

(19 Resolution costsin Japan were already estimated at 3% of GDP by 1996. The current financial stabilisation
package introduced in 1998 allows for afurther ¥70 trillion (14% of GDP) to be spent on loan losses,
recapitalisation of banks and depositor protection. But by end-March 2001 only an estimated ¥27 trillion (5% of
GDP) of this had been spent. The current ¥70 trillionfacility is scheduled to be reduced to ¥15 trillion in April
2002.

14



TableA: Selected banking crises. non-performing loansand costs of restructuring

financial sectors

Years Duration Non-performing Bank Fiscal and GNP per head Currency
(years) loans credit/GDP%®  quasi-fiscal (US$000s® crisisas
(% of total loans)® costs/ GDP© PPP) well®©
(pre-fix **)

High-income countries
Finland 1991-93 3 9.0* 89.9 (89.9 11.0 15.8 Yest*
Japan 1992-98 7 13.0 1195 (182.5) 8.0(17)® 215 No
Korea 1997- 30-40 703 (82.2) 34.0 147 Yest*
Norway 1988-92 5 9.0* 61.2 (79.6) 8.0 17.3 No
Spain 1977-85 9 nla 68.1 (75.1) 16.8 47 Yes
Sweden 1991 1 11.0* 50.8 (128.5) 4.0 17.2 Yes*
United States 1984-91 8 4.0 427 (45.9) 3.20 15.2 No
Average 55 135 718 (97.7) 12.1 15.2
Medium and low-income countries
Argentina 1980-82 3 9.0* 29.8 (33.0) 55.3 6.4 Yest*
Argentina 1995 1 n‘a 19.7 (20.0) 16 10.5 No
Brazil 1994-96 3 15.0 317 (36.5) 5-10 6.1 No
Chile 1981-83 3 19.0 588 (60.2) 41.2 2.7 Yest*
Colombia 1982-87 6 25.0* 147 (14.7) 5.0 2.9 Yest*
Ghana 1982-89 8 n‘a 252 (25.2) 6.0 0.9 Yest*
Indonesia 1994 1 n‘a 51.9 (51.9) 18 25 No
Indonesia 1997- 65-75 60.8 (60.8) 50-55 3.0 Yest*
Malaysia 1985-88 4 33.0* 645 (91.8) 4.7 33 No
Mexico 1994-95 2 11.0¢ 31.0 (36.3) 20.0 7.2 Yest*
Philippines 1981-87 7 na 232 (310 3.0 24 Yes
Sri Lanka 1989-93 5 35.0 21.3 (213 5.0 19 No
Thailand 1983-87 5 15.0¢ 445 (48.5) 15 17 No
Thailand 1997- 46.0 118.8 (134.9) 42.3 6.2 Yest*
Turkey 1994 1 na 142 (15.3) 11 5.4 Yes
Uruguay 1981-84 4 na 334 (47.8) 31.2 4.6 Yest*
Venezuela 1994-95(M 2 na 89 (12.3) 20.0 5.6 Yes
Average 37 27.8 384 (43.6) 17.6 43
Average al countries 4.2 224 48.1 (59.4) 16.0 7.5
Of which: twin crises 41 26.1 46,5 (56.5) 229
Banking crisis alone 4.3 17.7 50.8 (64.2) 4.6

Sources. Non-performing loans and fiscal costs (unless otherwise stated), Barth, Caprio and Levine (2000) and Caprio and
Klingebiel (1999). GDP and bank credit, IMF, International Financial Statistics, 1999 Y earbook. Systemic crises (according to
Barth et al (2000)) in bold.

*Source: IMF, World Economic Outlook, May 1998, Chapter 1V.

(@ Estimated at peak. Comparisons should be treated with caution since measures are dependent on country-specific
definitions of non-performing loans and often non-performing loans are under-recorded.

(b) Average during the crisis period. Credit to private sector from deposit money banks (IFS code, 22d) and the figuresin
brackets include also credit from other banks (IFS code, 42d).

(c) Estimates of the cumulative fiscal costs during the restructuring period expressed as a percentage of GDP.

(d In the year the banking crisis began.

(e) Exchange rate crisis is defined as a nominal depreciation of the domestic currency (against the US dollar) of 25% or more
together with a 10% increase in the rate of depreciation from the previous year.

(f) Resolution costs in Japan were estimated at 3% of GDP by 1996. The current financial stabilisation package introduced in
1998 allows for a further ¥70 trillion (14% of GDP) to be spent on loan losses, recapitalisation of banks and depositor
protection (the figure in brackets). But by end-March 2001 only an estimated ¥27 trillion (5% of GDP) of this had been
spent.

(9) Cost of Savings and Loans clean-up.

(h) The apparent low degree of bank intermediation in Venezuela at the time reflects the impact of high inflation on the
denominator (nominal GDP).
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TableB: Explanation of fiscal costs (% of GDP)

©) &)
CONST -1.38 -1.23
(-0.19) (-0.16)
CURRENCY DUMMY 17.9 195
(2.9) 27)
BANK CREDIT/GDP 0.22 0.25
(2.0) (2.9)
GNPP -0.61 -0.65
(-1.1) (-1.1)
LOLR 34
(-0.9)
Adjusted R? 031 0.28
DW statistic 19 19
Number of observations 24 24
Currency dummy = 1if 25% per annum nominal depreciation of the domestic exchange

rate (against the US dollar) and a 10% increase in the rate of
depreciation in any year of the banking crisis period; O otherwise.

Bank credit/GDP = Credit to private sector from deposit money banks as a percentage of
annual nominal GDP (average during the crisis period).

GNPP = GNP per head (PPP-measure) in the year of the outset of the crisis
(US$000s).

LOLR = 1if lender of last resort is provided, O otherwise (source: Honohan

and Klingebiel (2000)).

Because of these problems in mesasuring losses on the basis of fisca codts, in the remainder of the
paper we concentrate mainly on a broader, and at least somewhat |ess contentious, measure of the
cost of criss—lost output.

5 Output losses

Cross-country comparisons of the broader welfare losses to the economy associated with a banking
crigsare usudly proxied by lossesin GDP — comparing GDP during the criss period with some
estimate of potentia output." Using GDP as a proxy for welfare though hasits problems. Firs,
welfare cogts should idedlly reflect lossesto individuals current and (discounted) future consumption
over ther lifetime. But, in practice, thisis extremdy difficult to measure. Second, changesin the leve
(and growth) of income may have moreimpact on individuas' utility & lower income levels than
higher ones. This aso complicates cross-country comparisons of welfare |osses.

There are dso anumber of issues in the congtruction of measures of output losses.

" An exception isastudy by Boyd et al (2000), which in a sample of mainly developed country crisesincludes a
measure of losses based on the declinein real equity prices at the time of the crisis. The cross-country
comparisons described below are dominated by emerging market countries where stock market prices are often
unavailable.
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51 Measurement issues
Defining the beginning and end of the crisis

Everything ese being equd, the longer a criss lagts, the larger the (cumulative) output losses. The
sze of the measured cumulative loss will therefore be sengtive to the definition of the crisis period.
Unfortunately, it is not straightforward to define either the starting or the end-point of a banking criss.

Defining the beginning of crisis

Since one of the features of banks, given historic cost accounting, is that their net worth is often
opaqgue, it is difficult to assess when and whether net worth has become negative. One possibility is
to use amarked decline in bank deposits — bank ‘runs — as a measure of the starting-point of a
crigs. However, most post-war crises in developed countries have not resulted in bank runs, whilst
many crises in emerging market countries have followed the announcement of problems on the asset
sde. Bank runs, when they occur, have usudly been the result rather than the cause of banking crises
asdefined inthisarticle. Demirguc-Kunt, Detragiache and Gupta (2000) find, for a sample of 36
developed and developing countries over the 1980-95 period, that deposits in the banking system
did not decline during banking crises. Since banking crises have sometimes followed reasonably
transparent problems with the quaity of banking assets, data on a marked deterioration in the quality
of banking assets and/or increases in non-performing loans could, in principle, be used to pinpoint the
timing of the onset of acriss. In practice, such data are usudly incomplete, unreliable or even
unavailable. Another possible approach isto measure the beginning of a crisis as the point when
bank share prices fal by a ggnificant amount relative to the market. However, asde from the
problem of deciding what is ‘sgnificant’, bank share price indices are often unavailable for emerging
market economies — the countries where most banking crises have occurred in recent years. Instead
most studies — including ours reported below — date the beginning of crisis on a softer criterion, based
on the assessment of finance experts familiar with the individual episodes™ But these calculations
too are likely to be problematic, particularly for emerging market economies. Banking problems may
only become known publicly after alag once the Situation becomestoo big to hide. Moreover, even
if the outbreak of the crisis can be dated, welfare losses may have been incurred beforehand because
of amisallocation of resources. So output losses incurred during crises will only capture part of the
welfare loss.

Defining the end of crisis

Asto theend of acriss, one possbility isto define it subjectively — say, for example, based on the
expert judgment or ‘ consensus view from arange of case sudies. An dternative would be to define
it endogenoudly, for example, at the point when output growth returnsto its pre-crisis trend (see, for
example, IMF (1998) and Aziz et al (2000)). It could be argued that thiswould, if anything,
measure the end of the consequences of the crigsrather than the end of the crigsitsdf. Both
approaches are nevertheess included in our estimates reported below.

2 Caprio and Klingebiel’s (1996) extensive listing of crisis episodes seems to be the source of most subsequent
studies.
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Both could underestimate output |osses since at the point when output growth recoversthe level of
output would till be lower than it would have been otherwise. If instead the end of crissis defined
as the point when the level of output returns to (the previous) trend, the length of the crisswould be
longer and thus the losses during the crigis higher.  Finally, such estimates of output losses make no
attempt to measure any possible longer-run losses or gainsin output after the crisis has been
resolved — for example if the trend growth rate were permanently lowered — but this would be
difficult.

Estimation of output during the crisis period in the absence of crisis

To measure the output loss during acrigsit is therefore necessary to measure actua output
compared with itstrend, or potentia. The most straightforward way of estimating output potentid is
to assume that output would have grown at some constant rate based on its past performance (ieto
estimate the shortfall relative to past trend growth). Thisisthe gpproach we have used below. But
this gpproach may overdtate losses associated with crises if output growth fell to alower trend during
the banking crisis period. For example, estimates of 10sses associated with the Japanese banking
crisgs may be overdtated if the growth in output potentia in Japan has falen since the early 1990s for
reasons, such as an ageing population, unconnected to the crisis.

In producing comparable estimates of the shortfall in growth againg trend in alarge sample of
countries a standardised gpproach to calculate trend growth, based on past information, is necessary.
The gppropriate number of yearsto use in estimating the past trend is not clear-cut. A number of
studies have found that banking sector problems often follow an economic boom (see, for example,
Kindleberger (1978), Borio, Kennedy and Prowse (1996) and Logan (2001)). If output growthin
the run-up to the crisis was unsustainable, basing the trend growth on this period would overestimate
output losses during the crisis period.“® On the other hand, abanking crisis may be preceded
immediately by amarked dowdown in GDP growth (see Kaminsky and Reinhart (1999) for recent
crises and Gorton (1998) for a more historica perspective).

The data from our sample of 47 banking crises discussed below suggest that crises have often come
after aboom in developed countries but broke a the pesk of one in emerging market economies.
Average GDP growth in the three years before crises was above its ten-year trend in two-thirds of
both the emerging market and developed countries. For most emerging market crises, output growth
was higher dill in the year immediately prior to crigs. In contragt, in most of the developed countries,
output growth fell in the year before crisis.

We estimate the output trend, or potential, below using both a short (three-year) and long (ten-year)
window.

3 |n addition, it would exaggerate the length of crisis and thus estimated |osses on measures that define the end
of crisiswhen output growth returned to its past trend. For example, the rate of output growth in Mexico has yet
to return to its three-year average (8%2% per annum) before the 1981-82 banking crisis.

4 Banking crisesin transitional economies have been excluded from this sample because of their special
problems of transforming from a government-owned to a market-based financial system.
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Measuring output losses: levels versus growth rates

Perhaps the most obvious way of measuring the output loss— but one that does not appear to have
been used in recent research — isto sum up the differencesin the level of annua GDP from trend
during the criss period. However, the IMF (1998), Aziz et al (2000) and Bordo et al (2001)
measure output loss by summing up the differences in output growth rates between the pre-crisis
trend and the actud rates during the criss period. The output loss using the latter method
gpproximates to the percentage deviation in the leve of actual output at the point when the criss ends
from where it would have been had output grown &t itstrend rate. All other factors being equdl,
however, this method will understate |osses associated with crises lasting for more than two years
because it does not recognise the reduction in the output level in previous years (a more formal
explanation is given in the annex).

Thus, other things being equd, given that crises usudly last for more than two years, estimates which
sum up the differencesin the level of actud output from its trend during the crisis period give a higher
messure of output losses."® Below we show estimates of losses based on accumulating lossesin the
level and growth in output.

Alter native methods used in measuring output |osses

We employed three methods of estimating the output |oss — the difference between actuad output and
output assuming an absence of criss—during the crisis period:

() GAPL1 uses the method of the IMF (1998) and Azz et al (2000) which define the output loss
as the sum of the differences between the growth in potentid (g*) and actud output (g)
during the crigis period. The authors define potentid growth as the arithmetic average of
GDP growth in the three years prior to the criss and the end of crisis asthe point where
output growth returnsto trend. More formaly, let N - t, be the number of years for which

g, < g*, ie output growth is lower than trend growth, and let t, be the ‘consensus’ beginning
N
of the crisis year, then GAPL= g (9" - g,).

t=t,

(i) GAP2 is defined as the cumulative difference between the level of potentia output and
actud output over the crisis period. The definition of crigis follows Caprio and Klingebid
(1996, 1999) based on the generd opinion of country experts. These, in turn, define the
outset of crigswhen it first became publicly known based usudly on one or more significant
public events such as aforced closure, merger or government takeover. The end-point
attempts to capture when the banking system returnsto hedth. Output potentid is based on
the trend growth over the ten-year pre-crisis period using a Hodrick-Prescott filter.%® Then

9 1t will also yield amore accurate measure of output |osses so long as the trend is not overstated.

9 Thisisasmoothing method widely used to obtain an estimate of the long-term component of a series.
Technically, the filter compares the smoothed seriesy, of y, by minimising the variance of y; around y; subject to a
penalty that constrains the second differenceiny; . We set the value of the penalty to be equal to 100 whichis
typical for annual data (the higher this value the smoother they; series).
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potentia output growth is given by the last period of the filtered series (g). If we define d; asthe
percentage deviation of the level of output (Y;) fromitstrend level (Y, ,(@+g™) ™) wheret, isthe

* N*
‘consensus’ beginning year and N the ‘consensus’ end-point, then GAP2 = é d,. GAP2should

t=to
be thought of as the deviation of the level of output from trend level (the cumulative output gap)
incurred during the crisis period rather than necessarily the cogts of banking crisis per se.

(iii) GAP3, like GAP2, measures output |osses as the cumulative difference between the
counterfactua and the level of actud output during the (exogenoudly defined) criss period.
But unlike GAP2, the counterfactud is based on the forecast of GDP growth during the
crigs period made before the outset of the crisis rather than potentid, or trend, GDP. This
forecast is based on the OECD projection for output growth over the forthcoming year made
one year before the outset of crisis. Thus GAP3 estimates are made for OECD countries
only.

These three methods were gpplied to our sample of 47 banking crisesin developed and emerging
market economies over the 1977-98 period. Our sample comprisesthe crises listed earlier on fiscal
costsin Table A plusthose andysed in Barth et al (2000), where the latter are given precise dates
and where, for the recent crises, timely output data are available.

5.2 Results

Table C shows the output losses incurred during 47 banking crises on the three different methods
where data are available. Following Barth et al (2000), the systemic cases—shown in bold in
Table C — are defined aswhen dl, or nearly dl, of the capita in the banking system is eroded.®”

Although the estimated cumulative output losses vary markedly from crisisto crigs, there are some
broad messages from Table C.

Taking our sample of 47 countries as awhole (1977-98), the average (mean) estimates of GAPL
(14%%0) are dightly higher than those from the earlier IMF study (IMF (1998)) — 11%%6 — which
uses the same methodology.™® The two sample sets of crises have alarge but not perfect overlap.

In other respects, and not surprisingly given the methodologies are the same, our GAPL estimates are
amilar to those from the IMF study. The average recovery time of output from a crissisfound to be
shorter, dthough the cumulative losses are dightly larger in emerging market economies than in

devel oped ones.

As discussed above, estimates based on summing differencesin output levels from trend (GAP2)
gppear to be a better measure of losses than those based on summing differences in the growth of
actua output from itstrend (GAP1). The (mean) average losses using GAP2 (16¥%6 of annuad GDP

" On the basis of GAPs 1 and 2 the Savings and Loans crisis in the United States did not result in output |osses
since neither the growth (GAPL), or thelevel (GAP2), of GDP in the United Statesfell below its past trend during
the crisisin the second half of the 1980s.

8 The IMF study isfrom aslightly earlier period (1975-97) and bigger sample (54).

20



for al crises and 19% for systemic ones) are dightly higher than on GAP1 (1426 and 17%
respectively). In contrast to both the GAPL estimates and the commonly held view, our GAP2
estimates suggest that output losses incurred during crises are Sgnificantly higher, on average, in
developed countries than in emerging market ones.®

Asfor fiscd codts, the output |oss on both measuresis usualy much larger in atwin crigsthanina
banking criss done — three times and five times as large for GAP1 and GAP2 respectively. For
emerging market countries, in particular, output losses gppear significant only when abanking crissis
accompanied by a currency criss.

Also, smilar to the result found by Bordo et al (2001), we find that output |osses are much larger
where LOLR was provided. Unlike for fiscal costs discussed earlier, thisresult ill holds after
alowing for whether or not a banking crisis is accompanied by a currency criss.

5.3 Sengitivity of estimated output losses to different assumptions

The differencesin estimated losses on the GAP1 and GAP2 measures could be due ether to
differences in the assumed end-of-crisis year, differences in trend growth profiles, and/or differences
in the effect of summing up gapsin output growth from output levels. In practice, the length of crisis
period is usudly smilar under the endogenoudy determined method used in GAPL or that based on
‘consensus opinion used in GAP2 (see column 2 of Table C). Also, in two-thirds of the sample the
growth rate counterfactud is higher on GAPL than GAP2, reflecting the stylised fact that the average
growth rate in the three years prior to abanking crisisis usudly higher than itslonger-term trend. In
itself thiswould imply that the estimated |osses using the GAP1 measure should be higher than GAP2.
However, thisimpact is more than offset by the effect of summing lost output levels rather than
growth rates (see Table D). Everything dse equd, as crisesincrease in length, (cumulative) output
losses rise more on the GAP2 than the GAP1 measure. Thus GAP2 tends to be higher than GAPL
when criseslast for along period such as in Japan, Spain, Peru and the Philippines and more
generdly in developed countries than in emerging markets.

Average loss estimates on the GAP2 measure, unlike on GAPL, are much higher for developed
countries (21% of annual GDP) than for emerging market economies (14%). Moreover, the output
loss estimates gppear to be robust to the precise dating of crisis periods. The dates used in our
GAP2 estimates are based on Barth et al (2000) and Caprio and Klingebiel (1996). If instead we
congder the shortest and longest dating of crises periods for our sample of crises from arange of four
studies — Caprio and Klingebid (1996), Lindgrenet al (1996), IMF (1998) and Barth et al (2000)
— the mean estimates of output losses are 15% and 22% based on the minimum and maximum
repectively. Also, output lossesincurred during developed country crises remain much larger, on
average, than in emerging market ones @

9 Demirguc-Kunt et al (2000) have also recently found that the slowdown in per capita GDP growthduring
banking crisesis more persistent in developed countries than in emerging market ones.

) For the minimum definition of crisislength the average output |osses are 20% and 12% for high and
low/medium-income countries respectively, while for the maximum crisis length losses are 28%, on average, for
high-income countries and 18% for |ow/medium-income ones.
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TableC: Accumulated output lossesincurred during banking crises

High-income countries Date of crisis® Duration® GAP1® GAP 20 GAP3© Currency crisis aswell
(years) % % %
Austraia 1989-90 2 (0) 0.09 -1.4 0.0 No
Canada 1983-85 3 (0) 0.09 -10.5 0.0 No
Denmark 1987-92 6 @) 22.3 319 475 No
Finland 1991-93 3 3 22.4 44.9 24.6 Yes
France 1994-95 2 (0) 0.0@ 0.7 0.0 No
Hong Kong 1982-83 2 4 231 9.8 No
Hong Kong 1983-86 4 @ 11 4.3 No
Hong Kong 1998 1 @ 9.6 9.0 No
Italy 1990-95 6 9) 18.2 24.6 36.1 Yes
Japan 1992-98 7 7 24.1 717 30.7 No
Korea 1997-© 16.7 12.8 15.7 Yes
New Zealand 1987-90 4 (6) 16.0 16.3 45 No
Norway 1988-92 5 (6) 9.8 27.1 112 No
Spain 1977-85 9 (9) 151 122.2 Yes
Sweden 1991 1 3 11.8 3.8 25 Yes
United Kingdom 1974-76 3 (23 34.6 26.5 311 No
United States 1984-91 8 (0) 0.0@ -41.9 56.0 No
Average 41 (43 13.2 20.7
M edium and low-income countries
Argentina 1980-82 3 (3 20.7 25.9 Yes
Argentina 1985 1 (1) 7.9 7.1 No
Argentina 1989-90 2 ) 14.0 16.1 Yes
Argentina 1995 1 (2 11.4 58 No
Bolivia 1986-87 2 (@) 0.6 0.4 No
Bolivia 1994 —© (0) 0.0 -26.8 No
Brazil 1994 -96 3 (0) 0.0@ -12.7 No
Chile 1981-83 3 (8) 41.4 24.3 Yes
Colombia 1982-87 6 4 6.7 314 Yes
Egypt 1991-95 5 (6) 10.0 22.8 No
El Salvador 1989 1 Q) 0.6 -1.3 No
Ghana 1982-89 8 Q) 55 -47.4 Yes
India 1993-©® (0) 0.0@ -41.1 No
Indonesia 1994 1 (0) 0.0@ 2.2 No
Indonesia 1997- 24.5 20.1 Yes
M adagascar 1988 1 (0) 0.0@ 31 No
Malaysia 1985-88 4 (3) 145 39.2 No
Mexico 1981-82 2 (18) 1104 -0.2 Yes
Mexico 1994-95 2 Q) 95 5.4 12.0 Yes
Nigeria 1997 1 (0) 0.0@ 0.1 No
Peru 1983-90 8 (@) 125 94.0 Yes
Philippines 1981-87 7 @) 35.2 111.7 Yes
Sri Lanka 1989-93 5 Q) 0.6 -10.0 No
Thailand 1983-87 5 (0) 0.0@ -2.8 No
Thailand 1997-© 259 28.1 Yes
Turkey 1994 1 (1) 104 9.2 10.1 Yes
Uruguay 1981-84 4 (5) 42.0 64.1 Yes
Venezuela 1980-83 4 (6) 27.6 52.2 No
Venezuela 1994 95 2 ) 14.7 10.6 Yes
Zimbabwe 1995-©) (1) 0.4 -33 Yes
Average 33  (28) 15.0 13.9
Average dl countries 3.6 (3.3) 14.4 16.4
Of which: twin crises 4.2 23.1 29.9
Banking crisisalone 3.2 7.9 6.3




Note: Crisesin bold are judged as systemic by Barth, Caprio and Levine (2000).

@ Caprio andKlingebiel (1999) definition of crisis. Figuresin brackets assume end of crisisiswhen output growth returnsto trend.

® IMF (1998) method. The cumulative difference between trend and actual outputgrowth during the crisis period. Trend isthe average arithmetic growth of
output in the three years prior to the crisis. End of crisisiswhen output growth returnsto trend.

© The cumulative difference between the trend and actual levels of output during the crisis period. Beginning and end of crisisisthe Caprio and Klingebiel
(1999) definition. The counterfactual path for output is based on a Hodrick-Prescott filter ten years prior to the crisis (GAP2), and OECD forecasts of GDP
growth listed in country reports one year prior to the start of the crisis (GAP3). Intwo cases, Japan and Mexico, the country reports give projections that
covered thewhole crisis period. Inall other cases the reports give projections for two years ahead. |n these cases we assumed the counterfactual growth for the
later years of the crisis equal to the OECD projection for the second year of the crisis.

@ Actual growth rate returnsto trend during the first year of the crisisin Australia, Canada, France, the United States, Bolivia (1994-), Brazil, India, Indonesia
(1994), Madagascar, Nigeriaand Thailand (1983-87).

© Where crisis has not yet ended - Korea, Indonesiaand Thailand on GAP1 plus Bolivia, Indiaand Zimbabwe on GAP2 - costs are measured up to and
including 1998.

TableD: Averageestimated GAP1 and GAP2 output losses using different assumptions
on the pre-crisistrend growth rates

Growth rates (GAP1) Levels (GAP2)

High-income

10 years (HP filter) 10.0 20.7
3years 13.2 194
1lyear 15.8 18.1
L ow-income

10 years (HP filter) 8.3 139
3years 15.0 13.9
1lyear 137 13.9
All-countries

10 year (HPfilter) 89 16.4
3years 144 15.9
1year 14.5 15.4

Note: Average of figures reported for individual countriesin Table C shown in bold.

Table E shows output |osses per year of the criss are alittle larger, on average, for developed
countries than emerging markets. But more generdly there is not aSgnificant variaion in losses per
year ether by length of crigsor by income. The table illustrates that the main reason why overal
losses during crises are lower for emerging market countries in our sample isthet criss there, unlikein
developed countries, tend to be short-lived. Previous studies have aso found that criseslast longer,
on average, in developed countries than in emerging markets.

TableE: Averageestimated GAP2 output losses per year of the crisis (per cent of annual

GDP)
All Samplesize High- Sample Low/middle- Sample
Crisislength income size income size
2yearsor less 4.0 20 4.1 6 4.0 14
3-5years 3.8 18 52 6 31 12
Morethan 5 years 6.1 9 5.6 5 6.8 4
All crises 4.3 47 4.9 17 4.0 30

Why should banking crises last longer in developed countries? In generd, financid systemsin

devel oped countries would be expected to be more robust to shocks than those in emerging market

countries. On the one hand, this might mean that it usudly takes alarger shock to cause abanking

crigsin adeveloped economy, and that the crisisis harder to control and so longer-lasting. This may
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be particularly likely if rea wages are lessflexible in developed than emerging market countries. On
the other hand, given the greater strength of the financid system and red economy in developed
countries, the effect of abanking criss on the economy may be initidly less dramatic, giving the
authorities freedom to take lessradica action. The share of bad loans in the banking system of
emerging market economies at the time of the crissis usudly much larger thanit isthe casein
developed countries (as shown earlier in Table A), making the crises initidly more pronounced —
banks are more likely to fall. Furthermore, the banking system is usualy amuch larger part of the
finandd system in emerging market economiesthan it isin developed economies, exacerbating the
effect on the real economy. However, dthough crisesin developed economies are likely to be less
svere, initidly, dday in resolving them islikely to increase sharply the long-run lossin output. A
recent example of this may be the drawn-out Japanese banking problems, which have lasted since the
early 1990s. In contrast, in lower-income countries, speedier resolution mitigates the effects. A
sample regression of the sample of countriesin Table A shows that a higher share of bad loans within
total banking system assets is associated with crises of shorter length (with Satistical significance a
the 95% confidence level). Moreover, according to Caprio and Klingebid’s (1999) quditative
classfication, 80% of our sample of emerging market country crises are systemic compared with
30% of our developed country ones (the countries listed in bold in Table C).

The difference between accumulating levels rather than growth rates aso explains why in the sample
of OECD countries, GAP3 estimates are usudly higher than those of GAPL. In contragt, there are
marked variations, in both sign and magnitude, between GAP3 and GAP2 estimates. GAP3
estimates were lower than GAP2 in Finland, Japan, and Norway — countries which had just entered
recession at the onset of crigs; but higher in the United States and Denmark — countries in booms as
banking crigsbegan In fact, whereas GAP2 yields a hegative output |oss (ie output was above
trend) during the US Savings and Loans crisis, GAP3 — by predicting that the US economy would
have enjoyed continuing growth in the absence of criss— produces large output losses during the
criss.

5.4 Therelationship between the output losses and the resolution costs of crisis

As discussed earlier, the relationship between output losses incurred during crises and the fiscal costs
of resolution islikely to be complicated. On the one hand, both the output losses incurred and the
resolution costs would be expected to be larger the more systemic the criss. Therewould bea
positive association between fiscal costs and output losses but no implied causation On the other
hand, to the extent that fiscal costs are agood proxy for effective crisis resolution, the more spent by
the authorities in resolving a given banking crisis the lower perhgps would be the output losses
incurred during the crisis period (ie negative corrdlation arising from causation).®”

Looking at the smple correlation between the fiscal costs shown earlier in Table A and output losses
shows a positive correlation (0.6) usng the GAPL output cost measure buit little association using
GAP2 (0.2) —see TableF.

@) Of course, crisis resolution may result in longer-run costs to the economy to the extent that official
intervention increases moral hazard.
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TableF: Correation matrix between output losses and fiscal costs

GAP1 GAP2 Fiscal costs
GAP1 1.00
GAP2 0.62 (0.35) 1.00
Fiscal costs 0.61 0.18 1.00

Note: Correlations between the GAP1 and GAP2 measures of output gaps over the full sample of 47 crises shown in
Table C are given in brackets. The rest of the correlations are computed over the sample of 24 crises listed in Table A.

Another complication between the relationship is that output losses, unlike fiscal codts, rise with the
length of criss by congtruction The GAP1 and GAP2 measures of losses are accumulated for each
year of the crisgisperiod. In fact, on the GAP2 measure, so long as the growth in output during the
crigs period remains below its past trend, asis usudly the case, [osses per year d<o rise with the
crigslength However, a priori, there could be economic reasons for a positive relationship aso
between fiscd costs and crisislength. The longer the crisis lasts the higher might be the required
resolution cogtsif in the meantime fragile banks ‘ gamble for resurrection’ and thus require more
restructuring than would otherwise be the case. On the other hand, the more that is spent on
resolution the quicker the criss might be resolved implying aso lower output costs of crigs.

We find no clear satistical rdationship between fiscd costs and crisslength. Thisresult issamilar to
thefindings of Frydl (1999). Although output losses increase with the crigslength, fiscd costs
gppear to be independent of the crisslength. For example, in Argentina (1980-82) and Mexico
(1994-95), where crises were short-lived, output costs were relatively low despite being associated
with high fiscd cogts. In contrast, in Jgpan, where the crisis during the 1990s was prolonged, both
output losses and fiscal costs have been high.

The precise method and speed of fiscal resolution may be more important than the costs incurred

per sein determining the length and thus the output cost of crisis (as suggested by Dziobek and
Pazarbasioglu (1997)). In Sweden, for example, despite relatively low fiscal codts, output costs were
a0 low because the criss was resolved quickly.

6 Separ ating out the banking crisisimpact on output losses

All the estimates of output losses during crises reported above use the difference between the level
(or growth) in output and its past trend. But to the extent that banking crises coincide with, or are
indeed caused by, recessions, these trend growth paths may overstate what output would have been
during these periods in the absence of banking crises. For example, the rdatively large estimated
output losses during the Secondary Banking Crisis (1974-76) in the United Kingdom shown in
Table C more likely reflect the impact of the recession at the time causing the banking criss rather
than vice versa.

In an attempt to examine this, Bordo et al (2001) compared, for their sample of countries, the
amount of output lost during recessions that are accompanied by banking crises with those which are
not. They find that, after dlowing for other factors causing recessons, cumulative output losses
during recessons accompanied by twin and single banking crises over the 1973-97 period are
around 15% and 5% of GDP respectively deeper than those without crises. There remains the
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possibility, though, that these results show partly that deeper recessions cause banking crises rather
than vice versa.®?

An dternative method of assessing whether these losses can be attributed to banking crises rather
than other factors is to measure the output gaps that occurred during these same periods for smilar
countries that did not experience banking crises, or at least, endured less severe ones. To do this,
benchmark countries are needed that, in principle a least, are Smilar in dl respectsto the criss
countries in our sample other than that they did not smultaneoudy face abanking criss. Theidea
hereisthat the movement in output relative to trend during the criss period would have been, in the
absence of abanking cridis, the same or smilar to the movement in the pairing country. In practice,
of coursg, it isnot possible to choose a perfect pair so that any comparisons should be treated with a
large degree of caution. Since there is not dways aclear dividing line between countries that had
banking problems from those that did not, pairs have been made only for the episodes in our sample
of outright systemic banking crises as defined earlier. The criteriawe use to define a matching
country were (i) dose regiond proximity implying, inter alia, the likelihood of pronenessto smilar
shocks; (i) amilar level of GNP per capita; and (iii) Smilar structure of output (measured by the
shares of manufacturing, primary production (*agriculture’) and servicesin GDP).

The cumulative output gaps (GAP2) of the pairing countries are shown in Table G. Since crises are
often clustered in regions, choosing a geographica proximate pair country that did not dso face a
banking crigsis not dways sraightforward. For example, banking crisesin Latin Americain the
early 1980s, 1990 and mid-1990s affected a number of countriesin the region. Thiswas dso the
case for the Nordic banking crissin the late 19805/early 1990s and the east Asian crisisin 1997-98.
In the Nordic countries, for example, the United Kingdom has been chosen as the non-crisis pair
(athough we aso show estimates of Denmark where the crisis was judged to be non-systemic). In
south east Adain 1997-98, where the crigs affected dl the countriesin the region, the Philippines—a
crigs country —was chosen asthe ‘non-crisis’ pair on the grounds that its bad |0ansGDP were much
lower than in ether Thailand and Indonesia— the systemic crisesin our sample. Although there are
marked variaions by country, theseinitid estimates suggest that the output gaps (ie GAP2s) during
the crids periods for the crises countries are usudly much higher than for the chosen pairs, especidly
in high-income countries. For example, output gapsin the United Kingdom and Denmark in the early
1990s were far smdler than in Finland and Norway, while dthough output fel dramaticaly in Koreg,
Thailand and Indonesiain 1997-98 it remained close to trend over the period in both Taiwan and the
Philippines — the non-crises pairs. On average, banking crises increase the cumulative output gaps by
13% of GDP.

In Table H we report results from regressions of output gaps, on various (0,1) dummies. Thetable
summarises the information extracted from Table F. Asindicated by the difference in the coefficient
estimates on the banking criss (BC) and non-banking criss dummies (1-BC) in equetion (1) of the
table, cumulated output losses are 13% (ie 19%-6%) of GDP higher in our sample of systemic crises
than in the non-criss pairs. However, asindicated by the results of a standard Wald test of
coefficient equdity (see last two rows of column 2 of Table H), this differenceis not satisticaly

(22 Bordo et al (2001) attempt to address this problem through using a two-stage estimation procedure.
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TableG: Accumulated GAP2 output lossesincurred during banking crisesfor systemic
crisisand comparison countries

High-income countries Currency Pair non-systemic banking Currency
Crisis countries GAP2 % Crisis crisis countries GAP2 % crisis
Finland 91-93 449 Yes United Kingdom 19.6 No
(Denmark 39 No)
Japan 92-98 717 No Kored® 6.1 No
(United States -8.0 No)
Korea97- 12.8 Yes Taiwan -19 No
Norway 88-92 27.1 No United Kingdom 21 No
(Denmark 20.7 No)
Sweden 91 38 Yes United Kingdom 45 No
(Denmark 0.5 No)
Average 321 Average 6.1
Of which: twin crises 20.5 Of which: currency crisis n‘a
Banking crisisaone 49.4 neither crisis 6.1
Medium and low-income
countries
Argentina 80-82 259 Yes Brazil 15.3 Yes
Argentina 85 7.1 No Brazil -5.0 No
Argentina 89-90 16.1 Yes Chile -17.1 No
Argentina 95 5.8 No Chile -4.2 No
Bolivia 86-87 0.4 No Paraguay 7.1 Yes
Bolivia 94- -26.8 No Peru -149.5 No
(Paraguay 4.7 Yes)
Brazil 94-96 -12.7 No Chile -8.6 No
(Uruguay -1.7 No)
Chile 81-83 24.3 Yes Brazil 44.3 Yes
Colombia 82-87 314 Yes CostaRica 57.1 No
El Salvador 89 -1.3 No Guatemala -3.7 Yes
Ghana 82-89 -47.4 Yes Sierraleone 89.6 Yes
Indonesia 97- 201 Yes Philippines -14 Yes
Madagascar 88 -31 No Malawi -13 No
(Mozambique -4.9 No)
Mexico 81-82 -0.2 Yes Brazil 233 Yes
Mexico 94-95 5.4 Yes Chile -35 No
Peru 83-90 94.0 Yes Ecuador 95.3 Yes
Philippines 81-87 111.7 Yes Indonesia 26.6 No
Sri Lanka 89-93 -10.0 No India -1.6 Yes
(Pakistan 29 No)
Thailand 83-87 -2.8 No Philippines -86.3 Yes
(Malaysia 25.0 No)
Thailand 97- 281 Yes Philippines -14 Yes
Uruguay 81-84 64.1 Yes Brazil 64.8 Yes
Venezuela 80-83 52.2 No Brazil 34.2 Yes
Venezuela 94-95 10.6 Yes Chile -35 No
Zimbabwe 95- -3.3 Yes South Africa -23.9 Yes
(Botswana 8.3 Yes)
Average 16.2 Average 6.1
Of which: twin crises 27.2 of which: currency crisis 18.3
alone
Banking crisis alone 0.9 neither crisis -10.9
Average al 19.0 Averageall 6.1
Of which: twin crises 26.0 of which: currency crisis 18.3
alone
Banking crisis alone 9.0 neither crisis -5.2

Note: Alternative pairs used in the regression sensitivity analysis are shown in brackets. The summary statistics reported in the table, however, reflect averages
across the pairs not shown in brackets.

@ Since Korea—acomparison country for Japan 1992-98 — had acrisisitself from 1997, its output loss was estimated over the 1992-96 period and then scaled up
by multiplying by 7/5.
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ggnificant. Within the totd, output losses for crisesin high and low/middle-income countries are, on
average, 25% and 10% higher respectively than in the comparable non-crisis countries (equations (2)
and (3) in columns 3 and 4). But the differenceis datigtically sgnificant only for high-income
countries. Within low/middle-income countries, the average difference in output |osses between
episodes of twin currency and banking crises and episodes of banking crises alone is more than 26%
of GDP (eguation (4)). Thisdifferenceis gatigticaly sgnificant at the 5% leve (P-vdue 3%),
suggesting that for low/middle-income countries the incidence of currency crissis a better
explanatory variable of cross-sectiond differencesin output losses than the incidence of banking
caiss Equation (5) confirmsthis.®® Equation (6) suggests thet thisis not the case for high-income
countries, where the incidence of banking crises (see equation (2)) and not currency crises appears to
explain better cross-sectiona differencesin output losses.

At firg glance, taken together, the information from Table H suggests that the incidence of currency
crigsin low/middle-income countries (the CCL variable) and the incidence of banking crigsin
high-income countries (the BCH variable) may indeed help explain the differences in output losses for
the whole sample of crisgs and non-crisgs countries. But such an interpretation may be mideading
because it ignores the potentia influence on output losses of other macroeconomic conditions
prevaling a the outset of the banking crigs.

To contral for this, we run regressons for GAP2 on arange of macroeconomic variables and on the
two dummy varigbles BCH and CCL (as defined in Table H). We employed the following
vaiables: (i) red GDP growth (measured asthe firg differencein log red GDP); (ii) the changein
real GDP growth; (iii) consumer price inflation (measured as the firgt differencein log consumer
prices); (iv) growth in credit relative to GDP (measured as the firgt difference in log credit over
GDP); (v) fiscd deficit as a percentage of Gross Nationd Income (or GDP when data on GNI were
not available). Asan dternativeto (iv) we dso consdered the growth in the ratio of M2 to MO but
the results reported below are insengitive to which of the two variableswe use. These variableswere
chosen on the basis of two criteria: (i) in the short run, at least, dbnormd vaues of these variables
can lead to output gaps, regardless of whether a banking crisis ensues or not, and (i) data on these
variables exig for the mgority of episodesin our sample. Given that our sample is dominated by
emerging market economies, we ruled out a number of variables that met the first criterion, but not
the second criterion, including export volumes, the level of (ex-post) red interest rates and the level
of terms of trade.®”

As mentioned above, we are interested in a measure of how different these variables are prior to the
banking criss compared to some measure of their normal vaue. Therefore, each variable was
measured as its average value two year s before the banking crisis sarted (or inits pair for
nontbanking crisis countries) minus its average historical value before this. As an dternative, we dso
measured each variable as the difference between the vaue of the variable one year (rather than
averaging across two years) before a banking criss and the average historica value — but the results
were insengtive to which measure we used. Asis common in cross-sectional data, conventiona

@ |n Section 3 we discuss briefly the possibility that the effect on fiscal costs of currency crises had been larger
in countries that previously had in place fixed rather than floating exchange rate regimes prior to crisis. We tested
that this was the case for output losses but did not find any statistical supporting evidence.

@) Out of our sample of 29, systemic banking crises data were missing on exports, real interest rates and terms of
tradein 8, 11 and 14 cases respectively.
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diagnostic techniques reved evidence of heteroskedasticity. To correct for this, we estimated our
regressions using an ordinary least squares procedure with White heteroskedasti city-cons stent
standard errors and covariance matrix.

TableH: Regressionsof GAP2® on crisisdummies and significance tests

Equation

@ ) ©)

4

©)

(6)

BC
1-BC

BCH

1-BCH

BCL

1-BCL
BCL*CCL
BCL*(1-CCL)
ccL

1-CCL

CCH

1-CCH

0.019
0.061
0.320
0.067
0.162
0.061

0.272
0.090

0.227
-0.050

0.205
0.185

Chi-square®
P-value

145 5.11** 0.64
0.23 0.02 0.42

4.58**
0.03

5.33**
0.02

0.02
0.88

@ For the purposes of this regression GAP2 isin decimals rather than percentage points.
® This is the Chi-square statistic of a Wald test of equality between the two coefficients reported in each equation.
White heteroskedasticity-consistent estimators were used for all Wald tests.
** |ndicates rejection of the null hypothesis at the 5% level.

BC = 1if the country experienced a banking crisis and O otherwise.

BCH =1 if ahigh-income country experienced a banking crisis and O otherwise.
BCL =1if alow-income country experienced a banking crisis and O otherwise.
CcC = 1if the country experienced a currency crisis and O otherwise.

CCH = 1if ahigh-income country experienced a currency crisis and O otherwise.
CCL =1if alow-income country experienced a currency crisis and O otherwise.

The results of three specifications are reported in Table . The second column (equation (1)) shows
the results of regressing output losses on BCH and CCL and on dl five of our macroeconomic
variables. To test whether this regresson iswell specified, we performed a likelihood ratio

redundancy test on the macroeconomic variables that are indgnificant. The test failsto rgect the null
hypothesis of redundancy (Chi-square = 1.83, P-vaue = 0.23), suggesting an aternative specification
where these variables are excluded — equation (2). Given that the likelihood ratio test is valid only if
both the restricted (equation (2)) and unrestricted (equation (1)) equations have the same number of
observations, the results are reported for the 46 observations that are available for dl variables
employed in equation (1). Equation (3) reports results of estimating equation (2) using al the
observationsin the sample (ie dl the 58 crises and sngle-pair countries shown in Table G). To check
whether our results are senditive to the choice of ‘paired countries we carried out the same
procedure subgtituting dternative pairs for a sample of the ‘comparison countries (the ‘paired
countries shown in bracketsin Table G). Our inferences remained unaffected, so we do not report
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the results here for brevity. Our results dso remain unaffected by dropping outlier estimates of output
losses.

Tablel: Explanation of the cross-sectional variation in output losses (GAP2s) in 29
systemic crisisand pair countries®

Equation Q) 2 (©)]
CONST -0.030 -0.028 -0.039
-0.343® -0.327 -0.566
BCH 0.306** 0.274* 0.296**
2112 1.955 2.266
CCL 0.223 0.206 0.285**
1.531 1.536 2.552
DDYP -5.689%* -6.067** -5.143**
-2.288 -2.719 -2.400
DYP -5.139
-1.615
DCP -0.246
-0.561
DCRED -0.684
-0.511
FISCDEF -0.917
-0.344
Adjusted R? 0.06 0.12 0.14
Log likelihood -21.07 -21.99 -23.94
Number of observations 46 46 58

@ For the purposes of this regression GAP2 isin decimals rather than percentage points.

®  Thet-statistics corresponding to the coefficient estimates above them are reported in italics.
* Indicates significance at the 10% level.

** |ndicates significance at the 5% level.

DDYP = changeintheannual average of growthinreal GDP in the two years before the crisis period.

DYP = annual averagereal GDP growth in the two years before the crisis period less its trend growth before this back to 1970.

DCP = annual average consumer priceinflation in the two years before the crisis period lessits trend growth before this period back to 1970.
DCRED = annual average growth in credit relative to GDP in the two years before the crisisless its trend growth before this period back to 1970.
FISCDEF = annual average fiscal deficit relative to GDPin the two years before the crisislessits trend before this period back to 1970.

Overdl, the results are congstent with the information extracted from Table G. Banking crisesin
high-income countries and currency crisesin low/middle-income countries can explain part of the
difference in output losses in the sample. More importantly, however, we can now separate the
losses in high-income countries due to banking crisis from those due to differencesin pre-criss
macroeconomic conditions, notably differencesin changes in growth rates. In particular, on the basis
of equation (3), in high-income countries, banking crises contribute, on average, around 85% to the
cumulative output losses. Taking together the fact that annua output growth fell, on average, by
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1.2% in the high-income countriesin the two years before banking crises with the coefficient (-5) on
thisterm (DDY P) in equation (3) suggests that the resdua of output losses in high-income countries
with banking crises (around 15%) was due to a deterioration in pre-crisis macroeconomic conditions.
These egtimates, however, should be interpreted with caution, particularly because our sample of
high-income countriesis smdl. In low/middle-income countries, currency crises gppear to contribute
20-30 percentage points — the coefficient on the CCL dummy variablein Table | —to the
accumulated output losses, but these estimates are less precisely estimated, indicating the presence of
near-collinearity between the currency crisis variable and the other variables in the equations.®
Standard diagnostic tests confirm this, suggesting that deteriorating macroeconomic conditions are
associated with, and may in part cause, subsequent currency crises. Surprisingly perhaps, such
collineerity effects, even if they do exig, do not affect sgnificantly the precison with which the
banking criss dummy is estimated.

7 Summary and conclusion

Theoreticd studies and empirical work focusing on particular crises suggest that under certain
conditions banking crises can impose large costs on an economy. Cross-country estimates of fiscal
and output costs (both as a share of GDP) reported in this paper appear to bear this out.

The costs of banking crises are often measured in terms of their effect on fisca expenditure.
Cross-country estimates of fiscal resolution costs of banking crises tend to be bigger in lower-income
countries and those with higher degrees of banking intermediation  Countries with large fisca costs of
crisgs have in the past often experienced a Smultaneous currency criss, especidly those that had in
place afixed exchange rate regime.

However, resolution costs may smply reflect atransfer of income from taxpayers to bank
‘stakeholders rather than necessarily the cost to the economy asawhole. A different, dbeit il
imperfect, proxy for the latter is the impact of crises on output. However, acrucid issue in measuring
output losses is deciding whether they are caused by the banking crises, and are thus costs of
banking crises, or whether recession caused the crises.

The output losses associated with crises are usualy measured as the cumulative difference in output,
or output growth, during the criss period from its pre-crisstrend.  Although varying markedly from
crigsto crigs, our cross-country estimates of output losses during banking crises are, on average,
large — around 15% to 20% of annua GDP. Output losses are usualy much larger in the event of a
twin banking/currency crigsthan if thereis abanking crisis done, particularly in emerging market
countries. Causation hereislikely to run in both directions with larger banking crises causing
currency runswhich, in turn, may exacerbate banking problems, especidly for banking systems with
large net foreign currency ligbilities. Crises have dso typicdly lasted longer in devel oped countries
than in emerging markets. Because of this, on some measures output losses during crises are larger in
developed than in emerging market countries. One possible explanation of thisisthat emerging

@) Interestingly, currency crisesin the sample of low/middle-income countries tend to be preceded by an
increase in output growth in the two years before crisis.
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market economies must respond more quickly during banking crises because they usualy incur much
more widespread bad loan problems than devel oped countries.

Using a cross-sectiond rather than time series approach, we have compared output lossesin a
sample of systemic banking crises with neighbouring countries that did not at the time face savere
banking problems. We found that banking crises but not currency crises sgnificantly affected output
in developed countries, while the opposite was true in emerging market countries. These results also
seem to hold up after alowing for other factors that may have caused output to fall. However, there
remains the possibility of reverse causation, with larger recessions causing banking (or currency)
crises rather than crises causing bigger recessions.

Since there are large differences in estimated output losses from crigisto criss, a potentia fruitful
avenue for future research isto explain these differences. In particular, from apublic policy
perspective, it would be useful to understand better what type of resolution measures are most
successful in minimising the welfare costs of crises.

Summarising, it seemsto be the case that regardless of whether banking crises cause or are produced
by recession, they exacerbate subsequent output |osses (and are often costly to resolve).
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Annex: Theréationship between output loss measures based on growth rates and levels

Recent research has measured output losses during crises by summing up the difference between a
constant trend growth rate and actua growth rates observed during crises. This measure, denoted as
G1, can bewritten as.

T
G1=Yg- g(t)) ct

tO
where, to isthe point a which the crigs sarted, T is the point when it ended, g is the congtant trend
growth rate and g(t)=Y (t)/Y(t) is the rate of change of output Y(t).*)

A more appropriate measure of output losses during crisis periods would be to cumulate the
difference between the leve of actud output and itstrend level as a percentage of the trend leve.
Using the same assumptions as above, we can write this measure, denoted by G2 as.

Go= TY (t) exp(g, ov) - Y(t, ) exp(d 9(v)av)
0 Y(t,) ep(& o)

The above expresson can be smplified to:

.
G2= (f1- exp(x)) dt
t
where
T

X =0(9(V) - g)dv

1
Evduating G2 andyticdly is not sraightforward, but so long as x is smdl and negative, ie actua
output growth during the crisisis below itstrend (in practice a vaid assumption), we can use a
Taylor's series expangon to gpproximate exp(X) by 1+x. Thisyidds

Tt T
G2 oga - G di» (T~ )9 - gV)dt=—(T- 1)’ GL M)
All other factors being equd, equation (1) shows, within gpproximation error, that measuring output
losses by cumulating differences in growth rates rather than leveswill yidd: (i) lower estimates of
losses for crises lagting longer than two years, (i) bigger estimates of lossesfor crises lasting one
year and (iii) roughly the same answer for crises lagting two years. The longer the length of the crisis
the grester the gap between the two measures. Since crises usudly last for longer than two years,
everything ese equal, cross-country estimates based on G2 are usudly larger than those based on
Gl.

W Sinceit isusually assumed that the end of crisis(T) occurs when actual growth (g(t)) returnsto trend (g),

G132 0.



