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Abstract

The previous literature on the benefits of price level versus inflation targeting has, with some qualifications,
established that price level targeting entails lower price level variance at the expense of higher inflation and
output variance.  In this paper we investigate the properties of monetary regimes that combine price level
and inflation targeting.  We offer two characterisations of these regimes:  a set of optimal control rules
obtained assuming that policy-makers minimise a loss function that penalises a mixed price level/inflation
target;  and a set of simple rules feeding back from alternative combinations of (current and future-dated)
price level and inflation deviations from target.  We derive asymptotic variances of the price level, inflation
and output associated with each of these regimes when the economy is modelled as a small-scale
open-economy RE model calibrated on UK data.  We conclude that:  (i) the relative merits of price level
and inflation targeting, as well as of mixes of these two, are a function of several modelling and policy
assumptions;  and (ii) these merits do not change monotonically as we move from one regime to another.  It
appears also that the probability of nominal interest rates hitting a ‘zero bound’ under the alternative
regimes is model-specific and varies non-monotonically among them.

JEL classification:  E52;  E37;  E58.
Key words:  price level targeting, inflation targeting, price stability, optimal policy rules,
simple feedback rules.
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Summary

The success and spread of inflation targeting (documented by, for example, Julius et al (2000)) has
stimulated interest in the merits of price level targeting.  Under inflation targeting, the expected variance of
the price level increases without bound as we look further into the future;  under price level targeting, policy
acts to reverse shocks to the price level, and the expected variance is constant.

A literature has grown examining the benefits of price level versus inflation targeting, including Lebow et al
(1992), Fillion and Tetlow (1993), Haldane and Salmon (1995), Black et al (1997), Kiley (1998),
Svensson (1999a), Smets (2000), Williams (1999), Vestin (1998), and Dittmar et al (1999).  In the early
days of this research effort it was thought that while price level targeting meant lower price level variance, it
brought with it the cost of higher variance in inflation (as, for example, below-target misses are inflated
back next period) and, in worlds of sticky prices, a greater volatility of output about the natural rate.  But
more recently, exceptions to this early result have been uncovered.

This paper contributes by first describing and then analysing the consequence of regimes that can be
thought to lie ‘in between’ the extremes of price level and inflation targeting.  We describe two ways of
characterising the spectrum of regimes.  The first is a spectrum of regimes that come from computing
optimal rules subject to loss functions that have different relative weights on price and inflation deviations
from target.  The second spectrum is defined by a set of simple rules where, at one extreme, the real
interest rate responds to forecast deviations of prices from target, and at the other from forecast deviations
of inflation from target (and a term in the output gap).  In between, policy responds to forecast deviations
of prices from a moving price level target.

We compute inflation, price and output variability when these rules are followed using a calibrated, rational
expectations model of the United Kingdom used in Batini and Haldane (1999).

The paper shows that these ‘intermediate’ regimes are interesting in that inflation, output and price level
variance do not change monotonically as we move from one extreme to another.  We also show that the
cost benefit analysis of regimes along our spectra depend, not surprisingly, on the degree of
forward-lookingness embodied in price-setting, and contrast results obtained using a form of nominal
stickiness akin to that in Taylor (1980) on the one hand and Fuhrer and Moore (1995) on the other.  We
also use our results on how the variance of nominal interest rates changes along the regime spectrum to
comment on the probability of hitting a zero band associated with different policies.
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1 Introduction

That inflation targeting by central banks is so widespread—55 out of 91 countries in the Julius et al (2000)
survey follow an explicit inflation targetis testament to the consensus view that price stability, somehow
defined, brings with it benefits.  As Wicksell put it in his 1935 Lectures on Political Economy, ‘[s]o soon
as money becomes a general measure of value, the avoidance of all violent and unexpected fluctuations in
its value is of the utmost importance’.  There is perhaps less of a consensus as to what, in practice, ‘price
stability’ means.

One particular focus of debate is whether monetary authorities should choose paths for the price level, or
for the inflation rate.  Irving Fisher’s (1922) original proposal for ‘The regulation of the value of money’
was to stabilise the price level.  The first known example of an explicit target for price stability was also in
terms of the price level, in Sweden in the 1930s (Jonung (1979), Berg and Jonung (1998)).  Milton
Friedman’s celebrated prescription for optimal monetary policy, however, was in terms of inflation (actually
deflation), and modern-day definitions of price stability bear more resemblance to this proposal (see
Haldane (ed) (1995),  and Svensson (1995), and Bernanke et al (1999)).

The debate has perhaps been given new life by the remarkable success in eliminating high inflation across
the industrialised world by central banks (see, among others, Haldane (op cit) and Bernanke et al (op
cit).(1)  Chart 1, showing an average of the annualised quarterly CPI inflation rates across a core group of
inflation-targeting countries for the period 1985 Q1-1999 Q1, quantifies this success.(2)  Average inflation
performance has improved dramatically in these countries since the early 1990s, with inflation rates falling,
in some individual cases, to below 1%.

In practice, the difference between the price level and inflation-targeting regimes is that under ‘price level
targeting’, the expected future price level and the variance of the price level do not increase over time.
Under inflation targeting, the expected level of future inflation and the variance of inflation do not increase
over time, but the mean and variance of future prices do.  Which regime is most advantageous depends on
policy-makers’ views of the costs and the benefits of one as against the other.  This subject has received
much academic attention in recent years.  Contributions by Lebow et al (1992), Fillion and Tetlow (1993),
________________________________________________________________________________
(1) Although it is not clear how much of this success is attributable to the ability of policy-makers in these countries to
conduct monetary policy versus the incidence of favourable shocks in the international economy.
(2) Including United Kingdom, Canada, Sweden, Finland, Spain, Australia and New Zealand.  In the chart, inflation rates
across countries are averaged weighting countries by their relative 1998 Q4 GDP levels.
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Haldane and Salmon (1995), Black et al (1997), Kiley (1998), Svensson (1999a), Smets (2000),
Williams (1999), Vestin (1999) and Dittmar et al (1999) all sought to evaluate the consequences of
pursuing price level stability on the one hand or inflation stability on the other.  With some qualifications, a
recurrent finding of some of these earlier works is that the cost of inflation targeting as against price level
targeting is that it results in increased, and ever-increasing, variability in the price level.  The benefit is that
inflation targeting leads to lower inflation and output volatility than price level targeting.(3)   As Svensson
(1999a) remarks, the reason for this is intuitive.  By construction, inflation targeting allows drift in the price
level.  Thus when a shock pushes inflation above its average, inflation needs to be returned only to its
average level.  By contrast, price level targeting penalises base level drift.  Hence, periods of
‘above-average’ inflation must be followed by periods of ‘below-average’ inflation.  If there are nominal
rigidities in the economy, the higher inflation variability of price level targets will naturally translate into
higher output variability.

In line with earlier work, in this paper we also examine what happens to price level, inflation and output
volatility as we move from price level to inflation targeting.  But in addition, we investigate the implications
for monetary policy when the target lies between these two extremes.  In other words, we also look at
policies that accommodate some portion ofbut not allthe shocks to the price level, or, equivalently, at
combinations of policies that accommodate every one-off shock to the price level (pure inflation targeting),
and policies that reverse every one-off shock to the price level (pure price level targeting).(4)  Because they
allow temporary drift in the price level, these policies may be relevant, for instance, in the event of
temporary supply-side shocks (eg an oil shock) or temporary changes in indirect taxes that enter the
calculation of the inflation target.

We offer two characterisations of this spectrum of policiesunder ‘optimal’ rules and under a family of
‘simple’ rulesand study how the volatilities of inflation, the price level and the output gap change as we
move from one extreme to the other, under the assumption that the central bank can credibly commit to its
policy strategy.

Our results reveal that studying these intermediate regimes is important.  This is becauseat least for our
analytical set-upthe variabilities of the price level, output and inflation do not change monotonically along
the spectra between the two extremes (price and inflation targeting).  This implies that we cannot simply
extrapolate from the results in the previous literature on price and inflation targeting to infer the welfare
implications of intermediate regimes.  We find that these implications tend to change as we vary the
assumptions about the model, just as the previous literature found that the welfare comparisons of price and

________________________________________________________________________________
(3) This result is partially overturned by Svensson (1999a), who contrasts time-consistent and time-inconsistent monetary
policy rules for a simple model of the inflationary process.  He finds that time-consistent rules can generate the result
that price level targeting does not increase the variability of inflation as compared with inflation targeting.  Vestin (op cit)
shows that Svensson’s (1999a) findings hold in a forward-looking model with Calvo-Taylor style price stickiness.  On the
other hand, Kiley (1998) found that in the kind of sticky-price models analysed in Vestin (op cit), discretionary price level
targeting generates more output variability than inflation targetingthe conventional result once again.  Here we
abstract from time-consistency issues and assume that the central bank can credibly precommit.  Under commitment,
Williams (op cit) also partially overturned the result that inflation targeting leads to lower inflation and output volatility
than price level targeting by using simple three-parameter rules with optimised coefficients and constrained interest rate
smoothing within the FRB/US model.  Finally, Smets (2000) finds that for a given horizon a price level target always gives
lower inflation variability, but higher output and inflation variability.  However, if one endogenises the horizon, a price
level target can also be superior to an inflation target in terms of output and interest rate variability.
(4) Hybrid policies of a similar kind were analysed for nominal income targeting by McCallum (1993) and Hall and Mankiw
(1994).
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inflation targeting are model-specific.  In addition, we find that the welfare implications of intermediate
regimes change when:  (i) with optimal rules, we alter the weight on the variation of the output gap in the
loss function;  (ii) with simple rules, we make the rule more or less forward-looking.

The remainder of the paper proceeds as follows.  In Section 2 we offer two alternative characterisations of
the policy spectrum between pure price and pure inflation targeting.  The model used to evaluate policies
along the spectra is described in Section 3.  In Section 4 we present the results, which include an analysis
of the problem of zero bounds under hybrid regimes.  Section 5 concludes.

2 From price level to inflation targeting:  a spectrum of monetary policies

2.1 The optimal control spectrum

One way of thinking about the inflation target-price level target spectrum is as a continuum of loss functions,
ranging between the two target extremes, that policy-makers minimise.  At one extreme, the loss function
penalises the deviation of inflation from an inflation target.  At the other, it penalises the deviation of the
price level from a price level target.

More formally, we can express this as a family of loss functions in (1) below, where targets are normalised
to zero for convenience:

22
1

0

[ ( ) ]j
t t p t j t j y t j

j

L E p p yβ λ η λ
∞

+ + − +
=

= − +∑ (1)

where pt is (the log of) the consumer price index;  yt is (the log of) the output gap;  Et is the expectational
operator defined over information available at time t;  and λp and λy are the weights on real and nominal
deviations from their respective targets.  We set these to 0.5 in our baseline loss function specification, but
we also experiment with different weights below.

Finally, η  is the parameter that defines the spectrum of targets between price level and inflation targeting.
It varies between zero and one.  For η  = 0, policy-makers target the price level.  When
η  = 1, policy-makers target the level of the inflation rate.  For η  taking any value between zero and one,
policy-makers target a ‘hybrid’ regime, under which the price level target is allowed to drift temporarily by
a portion (η ) of the change in the price level observed between one period and the next.  As η  tends to 1,
the policy-maker’s loss function penalises fewer shocks to the price levelso that temporary deviations of
the price level from its target get largerand vice versa.
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This can perhaps best be seen by re-writing the quasi-difference that represents our ‘price stability term’ in
equation (1) as follows:

[ ]21 )1()( ttt ppp ηη −+− − (1a)

which shows that the family of loss functions in equation (1) is in practice a family of weighted combinations
of an inflation and a price level target (with η  again representing the amount of price level drift endorsed by
the policy-makers).(5)  In this sense, a more formal way of thinking of the case when 1 > η  > 0 in our
‘generalised price stability’ target in (1a) (and (1)), is as a price level target (with no drift in the price level
in the long run)(6) with dynamic adjustment.(7)  Note that because this spectrum of regimes ranges between a
stable price level and a zero inflation target, the extreme targets in our set of regimes are comparable with
those in Svensson (1997a, 1997b, 1999b).(8)

Interpretation of the optimal control spectrum

How should we interpret the parameter η  in the optimal control spectrum?  Technically, η  specifies the
relative price of the unconditional variance of the price level (deviations from the price target) with respect
to the variance of the price level conditional on last period’s price (deviations from the zero inflation target).
Restricting η  to between zero and one amounts to saying that the conditional variance of the price level is
not infinitely costly to society relative to the unconditional variance (or vice versa).

In practice, the optimal value of η  will depend on many factors, such as:  (i) the size of the inflation tax on
money balances (which may bias η  towards giving an inflation target);  (ii) the cost of indexation (menu
costs, which may make it costly to update the price level in line with the drift associated with an inflation
target);  (iii) the length of nominal contracts (the longer the average contract, the greater the cost of a given
amount of drift in the price level);  and (iv) the information set of the private sector.  (Strictly speaking, in
full information rational expectations models, price level drift may not be costly.  However, in models where
consumers find it hard to distinguish between general and relative price changes, it might.)  Deriving
analytically a value for η  is beyond the scope of this paper.  Woodford (1999) investigates whether η
should be zero or one for a variety of sticky price modelsbut does not dwell on intermediate cases like

________________________________________________________________________________
(5) As both Larry Ball and Frank Smets pointed out to us, the expression in (1a) implies that a covariance term between (pt

- pt-1) and (pt) enters the loss function.  This would not be the case if we had expressed the central bank’s concern for
inflation and price level variability as a weighted average of separate targets in the loss function, ie like
[η(pt - pt-1)

2 + (1-η)(pt)
2].  As we explain later, we abstract throughout from attempting to map between the posited central

bank’s loss function and a (deeper) representative agent utility function, so we do not examine which one of these
alternative specifications is to be preferred in practice.
(6) In fact the price level will be anchored not only under optimal (and simple) pure price level targeting rules, but also
under rules that penalise a mixture of price level and inflation deviations from target, as long as η is strictly smaller than
one.  Technically, this is because, whenever η < 1, the price level still enters the state vector:  it is one of the variables
that enters the optimal decision rule for interest rates.  Unless the state vector contains another nominal variable on
which the instruments also feeds back with the same (but oppositely signed) coefficient, the price level will not drift.
(7) Alternatively, one could define the hybrid regime as an inflation target plus an error correction term that gradually
eliminates the period drift of the price level as in Dittmar, Gavin and Kydland (1999) and King (1999).
(8) This exercise is analogous in some respects to that in Dittmar et al (op cit).  They look at the case in which the policy
committee in charge of monetary policy is composed of two types of individual:  the first willing to target inflation;  and
the second willing to target the price level.  The loss function that they come up with entails an inflation target with an
error-correction term to capture a long-term price objective of the form.  In this sense, their analysis differs from ours
because their loss function does not contain a covariance term relating variations in the inflation target to variations in
the long term price level target.



13

those examined in this paper.  He shows that for a variety of sticky price models it is optimal to target the
inflation rate (at zero) at all times.  However, his analysis abstracts from the factors (i)-(iv) above.  These
and other factorslike the specificity of the utility functions with which he endows the private
sectorsuggest that other policies apart from inflation targeting might be optimal, and that his results may
not be general.

Even if the optimal value of η  were unique, as Woodford (op cit) concludes, there are at least two reasons
why it is still useful to compare ranges of alternative η s.  Assume that the socially optimal value of η  is η~ ,
say, and that this value is known with certainty.  Then by comparing the performance of the socially optimal
regime with regimes based on η  ≠ η~ , we can assess the welfare consequences of departing from the
social optimum.  This is in line with the work of Svensson (1999a), Vestin (op cit) and Smets (op cit).
They assume that equation (1) represents a contract delegated to the central bank according to some
underlying welfare function, (whose η  and λ are unknown), and address questions like ‘what would be the
welfare consequences of delegating a price level target to the central bank if society inherently favours
inflation targeting?’.  Alternatively, assume that the socially optimal value of η  is unknown (because of
uncertainty about the true model of the economy).  Then exploring whether someη s unequivocally
dominate others may be informative about the socially (unknown) optimal value of η .

2.2 The simple rules spectrum

The second way of thinking about the inflation-price level target spectrum is within simple rules.  Simple
rules, where policy is conditioned on some subset of the variables that the central bank observes in the real
world, have the virtue that they may be easily computed and monitoredand therefore are usually
associated with credibility building.  Although the performance of simple rules can still be model-specific,
typically they are also more robust to uncertainties about the underlying model of the economy than
optimal, complex rules that tend to be highly model-specific.  The use of simple rules to guide or inform
policy has been advocated by many, notably Friedman (1959), Currie and Levine (1993), McCallum
(1988, 1990, 1994), Taylor (1993a, 1996), Henderson and McKibbin (1993), Isard et al (1999),
Christiano and Gust (1999) and Williams (op cit).

In this spirit, imagine that policy follows a simple, generalised Taylor rule:

1 1[ ] [ ]T
t t t p t k t k y tR E Ep Ep y yπ φ η φ+ + + −= + − + − (2)

where Rt denotes the short-term nominal interest rate, and pt , π t, yt and Et are defined in the same way as
in (1).  Rule (2) assumes that policy-makers set the nominal interest rate so that the ex ante short-term real
interest rate (Rt - Etπ t+1) responds to deviations of a price/inflation term from target and of output from
potential.  We assume that the policy-makers have no tendency to smooth rates, so we do not include any
lagged interest rate term on the RHS of equation (2).

Once again, as for the optimal control spectrum, η  ∈ [0, 1] is the parameter that defines the spectrum of
rules from inflation to price level targeting.  As before, when η  = 0, the feedback variable is the price level;
when η  = 1, the feedback variable is inflation;  and finally, when η  is between zero and one, the feedback
variable is a moving price level target, where the target moves (just like the penalty in the loss function
above) by some portion η  of the change in the price level from one period to the next.  k is the feedback
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horizon of the central bank(9) which we set to equal either 0 or 8.  When k = 0 the central bank feeds back
from current-dated variables only.(10)  When k = 8 the central bank feeds back instead from deviations of
two year ahead forecasts of variables from target.  By combining different values of k and η  we can
illustrate the performance of a continuum of backward and forward-looking policy rules from price level
(current and forecast-based) rules to inflation (current and forecast-based) rules.(11)  The other parameters
in the rule are set such that ρR = 0.5,φ P = 0.5, and φ Y = 0.5.  So, in all cases, policy-makers respond also
to output deviations from potential (as in Taylor (1993a)).

3 The model

To evaluate the performance of the above spectra of monetary policy regimes/rules we need a model of the
economy.  We take the open-economy adaptation of Fuhrer and Moore (1995)(12) that Batini and Haldane
(op cit) have used to analyse the performance of alternative rules for the policy instrument.(13)

Once we normalise to zero capacity output and foreign variables and remove the constants in each
equation, so that variables are expressed in terms of deviations from equilibrium, the modelexcluding the
policy rulecan be written as follows:

1,141131211 ][ −−−−+− ++−++= tIStttttttt qERyEyy εαπααα (4)

1 1 1 1 2 1 3 1 1 1(1 ) [ ] [(1 ) ]t t t t t t t t t tE y y q E q ππ χ π χ π χ χ χ χ ε+ − − += + − + + + − ∆ − ∆ + (5)

tUIPttttt REqE ,11 επ +=+∆ ++ (6)

where again, yt is (the log of the) output gap, π t is (log) inflation, Rt is the nominal interest rate, and qt and
∆  are the (log) real exchange rate and the first-difference operator respectively.  εISt , επ t , and εUIPt are
disturbance terms whose properties are described below.  The aggregate demand and aggregate supply
shocks are assumed to be white noise, while the UIP shock is modelled a first-order autoregressive
process, as in Batini and Nelson (op cit), to match actual exchange rate data.(14)  Equation (4) is the
model’s IS equation, with real output depending positively on leads and lags of itself and the real exchange
rate, and negatively on the ex ante real interest rate.  Importantly, we set  α1 > 0, so that there is
persistence in the output gap (a necessary condition for the results in Svensson (1999a)).  Equation (5) is
an open-economy aggregate supply curve;  and equation (6) is an uncovered interest parity relationship
linking interest rate differentials (domestic relative to abroad) to expected changes in the exchange rate and
to a time-varying, stochastic risk premium.

We choose two variants of this basic model for our analysis.  In the first variant, we set α1 = 0.8,

________________________________________________________________________________
(9) See Batini and Nelson (2000) for alternative definitions of the ‘horizon’.
(10) When k  = 0, this rule is similar to the one in King (1999).
(11) ‘Inflation forecast-based rules’ where k > 0, are familiar from the work of, de Brower and O’Regan (1997), Black,
Macklem and Rose (1998), Batini and Haldane (op cit) and McCallum and Nelson (1999, Appendix A).
(12) Buiter and Jewitt (1981) in fact first posited the overlapping real-wage contracting structure in Fuhrer and Moore
(1995).
(13) See also Blake and Westaway (1997).
(14) Assuming that the UIP shocks follow an AR(1) process is common in macroeconomic modelling (see Taylor (1993b)).
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α2 = 0 and χ1 = 0.2.  With this parameterisation, the model has a backward-looking IS function and a
partially forward-looking AS equation (as in Fuhrer (1997)).  As Batini and Nelson (op cit) point out, this
may be the most appropriate setting of the parameters if expectations play a more important role in
wage/price-setting decisions than in household spending decisions.  Batini and Haldane (1999) show that
with these parameters the model’s transmission mechanism is rather sluggish and is broadly in line with
simulation responses from VAR-based studies of the effect of monetary shocks in the United Kingdom.(15)

In the second variant, we set α1 and α2 as before, but set χ1 = 1, so that the aggregate supply equation
becomes an open-economy version of Taylor’s (1980) staggered contracts model, with inflation depending
only on leads of itself, rather than on both lags and leads of itself.  As Batini and Haldane (op cit)
emphasise, in this case the transmission of policy impulses is swifter and, hence, policy needs to be less
forward-looking than otherwise.  In general, the extent of forward-looking behaviour appears to be
important in determining the relative costs of inflation and price level stabilisation (see, for example, Batini
and Haldane (op cit), and Levin et al (1999)), and, therefore, may matter when it comes to establishing the
relative merits of policies at intermediate points along the spectrum.  So looking at both variants enables us
to establish the robustness of the results about the spectra.

The model is calibrated on UK data as in Batini and Haldane (op cit).(16)  And the shock processes are
modelled as in Batini and Nelson (op cit), who generated residuals from the model equations (4)-(6) using
UK data over the period 1981 Q1-1998 Q1.

4 Results

The two variants of the model were simulated under both the optimal control and the simple rule spectrum
with a grid of values for η  ranging between zero and one.  For each value of η  we solved the model and
derived asymptotic variances of inflation, output and the price level using the Hansen-Sargent (1999)
doubling algorithm.  Within the optimal control experiment, we computed results for various η the
spectrumalso using different weights on output variability in the loss function (equation (1)), to test how
changes in the output preferences by the policy-makers affected our results.  Following Taylor (1993a), we
consider where each of the rules places the economy on the output-inflation volatility frontier.  Henceforth
we refer to this frontier as to the ‘Taylor curve’.(17)  Table A below summarises the experiments that we
have conducted.  In what follows we comment on these in some detail.

________________________________________________________________________________
(15) For instance, they show that it takes around five quarters for output to touch its lowest level after a permanent
negative 1% shock to the inflation target.
(16) In particular, the remaining parameter values not quantified in the text are:  α1 = 0.75, α2 = 0, α3 = -0.5, α4 = 0.16,
χ2 = 0.2 and χ2 = 0.5.
(17) We prefer this to presenting results using a simplistic ranking system like a loss function because this would put
rules that penalise targets different from those in the ranking loss artificially at a disadvantage.
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Table A:  Experiments

Fuhrer and Moore contracting model
(slower transmission mechanism)

Rule Policy regime or spectrum(1) Chart
Optimal time inconsistent η = 0 (price level target);

λy = 0.5
η = 1 (inflation target);
λy = 0.5
0 ≥ η ≥ 1 (hybrid regimes);  λy

= 0.5

Charts 1a & 1b

Simple
(current-dated variables)

Same as above Charts 2a & 2b

Simple
(future-dated variables,
k  = 8)

Same as above Charts 3a & 3b

Simple
(future-dated variables,
k  < 4;  k  = 4;  k  > 4)

Same as above Chart 4

Optimal time inconsistent
with different output gap
preferences

Same as above where, in
turn:
λy = 0, 0.5, 4

Charts 8a & 8b

Taylor contracting model
(swifter transmission mechanism)

Rule Policy regime or spectrum(1) Chart
Optimal time inconsistent η = 0 (price level target);

λy = 0.5
η = 1 (inflation target);
λy = 0.5
0 ≥ η ≥ 1 (hybrid regimes);  λy

= 0.5

Charts 4a & 4b

Simple
(current-dated variables)

Same as above Charts 5a & 5b

Simple
(future-dated variables,
k  = 8)

Same as above Charts 6a & 6b

Optimal time inconsistent
with different output gap
preferences

Same as above where, in
turn:
λy = 0, 0.5, 4

Charts 9a & 9b

(1) Here we use the word ‘target’ loosely to indicate either a target in the loss function (in the optimal rules case), or a
target from which we compute deviations when specifying the feedback term of a simple rule.

4.1 Fuhrer and Moore contracting

Charts 1a–3b plot results derived employing the first model variant, assuming that wage/price-setting
decisions are moderately forward-looking but that household spending decisions are entirely
backward-looking.  Specifically, Chart 1a plots the locus of output/inflation variability points delivered by a
fully optimal rule minimising (1) as η  is varied (the ‘η-locus’ hereafter).  Points that lie south and west in
the chart are welfare superior, and points to the north and east inferior.

In this first chart, the shape of the η-locus indicates that the variance of output increases monotonically as
policy tends towards price level targeting.  This is in line with the notionand contrary to results under
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discretion(18)that pure price level targeting brings with it the cost of higher output variability.  The chart
also shows that the variance of inflation is higher under price level targeting than it is under inflation
targeting, in line with that notion.  Interestingly, however, this seems not to increase monotonically
throughout the spectrum:  rather, it falls for η ≤ 0.5, and rises thereafter.  This suggests that even if a policy
based on inflation targets moves almost halfway towards a pure price level target this may have no adverse
consequences for inflation stabilisation, rather, it could reduce the volatility of inflation.

Again in line with results in the earlier literature, we also find that price level variability increases when
policy moves closer to the inflation-targeting end of the spectrum.  But although eventually the variance of
prices ‘explodes’ when η =1, its increase is not dramatic initially when moving from pure price level
targeting to a hybrid inflation/price level target regime (ie for η < 0.5) (Chart 1b).  This implies that inflation
targeting could realise most of the reduction in price level variability achievable with this model by moving
only some way in the direction of pure price level targeting.

For simple Taylor-like rules, such as (2), that feed back on current-dated values of prices or inflation,
results are somewhat different.  As Chart 2a illustrates, in this case both inflation variability and output
variability fall monotonicallyapart from when η is exactly 1as policy-makers become more like ‘price
level targeters’.  This contradicts the previous literature on the benefits of price level targets.  Likewise,
even if in line with that literature, departures from pure price level targeting initially worsen price level
control, a pure inflation target appears to give lower variance of the price level than a pure price level target
with these rules (Chart 2b).

For simple rules that feed back on future-dated values of prices or inflation, the results are very similar to
the optimal case, and more generally agree with what we have labelled the ‘conventional’ result in the
literature.  For instance, if we constrain policy to feed back on forecasts of endogenous variables four or
more periods ahead, then we find that as policy moves towards inflation targeting, both inflation and output
variability improve (Chart 3a).  So in this case the Taylor curve slopes up as in Chart 1a.  Chart 4 shows
what happens when k < 4, k = 4 and k > 4.  With policy feeding back on variables dated between the
current date and four periods ahead, the Taylor curve rotates by 180 degrees.  Thereafter, at least as far as
the curve that has feedback on variables eight periods ahead, it stays upward-sloping, but with inflation
targeting now being closer to the origin, ie welfare superior in comparison with price level targeting, rather
than the reverse.  From Chart 3b it emerges that price level variability increases at an increasing rate as η
increases, rather thanas in the case of feeding back from current-dated variablesdeteriorating initially
but then improving as we progress towards a pure inflation-targeting rule.

In summary, using our first model specification, a comparison of alternative targeting regimes (pure price
level versus pure inflation) under optimal and simple future data based rules (with k > 4) appears to confirm
the wisdom that price level targets generate better price level control at the expense of higher inflation and
output variability.  Hybrid regimes, especially those where η ≥ 0.6, may dominate pure inflation targets in
terms of inflation control, delivering at the same time most of the price level stabilisation achievable via a
pure price level target.  These results however are reversed when we solve the model using current data
based simple rules:  price level targets give lower inflation and output variability, but higher price level
variability than inflation targets.  In this case, hybrid regimes give worse outcomes than pure regimes.

________________________________________________________________________________
(18) See Svensson (op cit) and Vestin (op cit).
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4.2 Taylor contracting

When we alter the specification of aggregate supply, keeping other things equal, and assume that wages are
set à la Taylor (1980) rather than as in Fuhrer and Moore (op cit)so that inflation is a function of only
leads of itself rather than leads and lags of itselfour simulation results change somewhat.  The Taylor
contracting results are shown in Charts 5a-7b.  Below we summarise the key differences between these
and the Fuhrer and Moore results.

The first thing to notice is that for optimal rules, inflation, output and price level variabilities are lower when
we assume the Taylor specification.  For instance, output variability associated with a pure inflation
targeting under Taylor contracting is around a third of that under Fuhrer-Moore contracting.  This is a
well-known result.  Shocks have effects for a long time to come and are hard to iron out with monetary
policy.  This is not true however of simple (either current or forecast-based) rules, which now show a much
higher output variability than under Fuhrer-Moore, perhaps reflecting the fact that our original choice of
feedback parameters pφ , yφ and k is particularly inadequate for this parameterisation of the model.

For the optimal control rules, with Taylor contracting we again find that price level variability also falls
monotonically when we move towards a price level target (Chart 5b).  And like before, here the largest
gains in controlling the price level accrue for η  ≤ 0.5 (the Taylor curve is quite vertical for η  between 0
and 0.5), suggesting that hybrid regimes close to a pure price level regime deliver most of the reductions in
price level variability achievable.

However, under optimal rules and with Taylor contracts we find that a pure inflation target
(ieη  = 1) no longer unequivocally dominates a price level target in terms of inflation and output variability:
inflation variability is, in fact, worse under inflation targeting than under price level targeting (Chart 5a).
What can explain the difference in results with respect to the Fuhrer-Moore contracting case?

One explanation, suggested by Williams (op cit), is that, as models become more
forward-lookingfor example moving from the Fuhrer-Moore contracting model to the Taylor contracting
model in our casethe channels via which price level targets operate to stabilise inflation change.  In his
words, a price level target ensures that the sum of all future inflation rates is equal to the negative of today’s
gap between the level of prices and the target.  Typically, this gap is proportional to current inflation.
Hence, when inflation is high, a target on the price level will induce expectations of undershooting inflation
and vice versa when inflation is low.  In both circumstances this will help stabilise inflation today.  The
beneficial expectational effects of price level targets on inflation are more powerful with forward-looking
models, wherein contrast to backward-looking models—expectations play a major role.  That is why
we find that price level targets outperform inflation targets in stabilising inflation only when we experiment
with the (jumpier) Taylor contracting model variant.

Note that the same argument does not apply to price level or output stabilisation.  More stable inflation
does not entail more stable prices.  Imagine again a model as the one in variant 2, with forward-looking
inflation but sticky prices.  With prices still diverging from target after a shock, the rule will dictate further
changes in rates, which in turn, will have adverse implications for output variability.

In short, when agents’ nominal contracts become more forward-looking, inflation stabilisation can be
achieved more easily via the expectational channel that we describedthe lower inflation variability result
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associated with a price level target (η  = 0) in Chart 5a relative to the corresponding target in Chart 1a.
But price level control still requires interest rate gyrations, which can be destabilising for output.  This
explains why, under price level targets, output variability is higher than under inflation targets in both Chart
5a and Chart 1a.

With respect to simple rules, some results using forecast-based rules are similar under the two contracting
specifications.  Moving from price level targeting to inflation targeting we still obtain an improvement in
output variability and a deterioration in the variability of inflation (diagrammatically, the Taylor curve in
Chart 7a slopes downwards as that in Chart 3a).  A forecast-based rule has the property of making the
Fuhrer-Moore contracting model variant altogether more forward-looking.  So, in this case, this model too
will benefit from an expectational channel similar to the one at work in the Taylor contracting variant (as
well as be subject to the ensuing output variability costs).

However, differences emerge when we compare the price level stabilisation properties of
forecast-based rules under different contracts.  We find that rules feeding back on inflation give a better
price level control than rules responding to the price level itself (Chart 7b).  This may again reflect the
inadequate choice of feedback horizon in the rule, which lets the rule respond to movements in prices at
time t + 8.  If, as with Taylor contracts, the assumed contracting specification implies a shorter than eight
quarters adjustment dynamics for prices, our forecast-based rule may destabilise, rather than stabilise the
price level.

Results for current-dated rules also differ under the two contracting specifications.  In particular, with
forward-looking aggregate supply, we now observe explosive outcomes for output variabilityand thus
inflation variabilityonce the rule becomes one that corrects some, but not all, the drift in the price level
after a shock (see Charts 6a and 6b);  this is particularly true for η  equal to 0.6 and 0.7.  Indeed, for these
rules it appears optimal to feed back from a pure price level  (η  = 0).

An explanation for the divergence in results under the two model specifications is as follows.  Simple rules
that respond to current-dated variables tend to be highly destabilising because they attempt to affect
variables that are pre-determined.  Typically, this leads to more aggressive policy responses than those
implied by rules that act pre-emptively, due to the lower efficacy of the interest rate at a close range.  In
turn, such aggressive policies are both costly in terms of output and can lead to cycles in inflationwhich
increases inflation variability in the short run.  When the private sector is strongly forward-looking, as in the
Taylor model specification, the instability in inflation can become explosive as higher inflation today leads
agents to expect even higher inflation tomorrow.

To summarise, as we expected, making the length of the transmission mechanism shorter by assuming a
greater degree of forward-looking behaviour in the economy changes our results on pure and hybrid
regimes quite dramatically.  Optimal and simple future data based rules no longer provide analogous
outcomes.  Contrary to before, results on optimal rules now suggests that price level targets may give
lower inflation volatility than inflation targets, even if they are still more output-costly to operate.  And
results on simple future data based rules now indicate that price level targetsat least for our choice of
feedback horizonmay destabilise rather than stabilise the price level.  Finally, although they now appear
to mitigate output volatility under optimal rules, here hybrid regimes are never optimal.  Shortening the
transmission lag seems to emphasise the ‘kink’ in the η-locus when we close the model with simple current
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data based rules, implying that these regimes may be highly destabilising when agents are strongly forward-
looking.

4.3 Implications of alternative output preferences

As a final test of the robustness of our results comparing inflation and price level targeting, we checked how
sensitive these were to changes in the weight on output gap variability in the loss function.  Because this test
only involves changing the weights in equation (1), its results relate uniquely to the optimal control spectrum.
Charts 8a-9b plot η -loci when the weight on output variability λy varies from 0 to 4.  For comparison,
they also include the case when λy = 0.5our baseline loss function specification in Sections 4.1 and 4.2
above.  Charts 8a and 8b present results for the Fuhrer-Moore contracting specification;  Charts 9a and
9b do the same for the Taylor contracting case.

A key result from this exercise is that, regardless of the assumption on the contracting specification, moving
from a zero to a sizeable weight on output volatility in the loss function (ie from λy = 0 to
λy = 4), the variance of output drops considerably for any level of inflation and price level variance.  With a
zero or low weight on output variance relative to price level/inflation variance in the loss function, the
optimal policy rule prioritises price level and inflation control at the expense of output control;  and vice
versa when the weight on output stability is large relative to that on price stability.

Yet varying the weight on output stabilisation also affects our results in other ways.

Let us consider first the Fuhrer-Moore contracting case, where the inflation process is governed by a
mixture of backward and forward-looking elements.  In Chart 8a, the dashed η -locus for λy = 0.5 is the
same as in Chart 1a, our baseline output preference case;  there price level targeting entails higher inflation
and output volatility.  The solid η -locus associated with λy = 0 shows instead what happens when
policy-makers display no interest in stabilising output.  In this case, inflation and output standard deviations
also decline monotonically when we move from a price level towards an inflation target.  In the end, as for
the baseline preferences case, with no concern for output volatility,  pure inflation targets still dominate pure
price level targets in the inflation-output volatility spacethe conventional result.

On the contrary, when policy-makers place a high weight on output stabilisation, the conventional literature
result is partially overturned.  The tilted grey η -locus associated with (λy = 4) in Chart 8a indicates that a
pure inflation target warrants lower output variance relative to a pure price level target, but this comes at
the cost of higher inflation variability.  In effect, with strong output stabilisation preferences a trade-off
emerges between output and inflation stabilisation as policy-makers forgive more and more of the amount
of drift in the price level.(19)

As one would expect, changing the weight on the output gap in loss function (1) has implications also for
price level control.  Chart 8b plots the previous η -loci in price level-output volatility space.  When output
variance is highly rated by the policy-makers (λy = 4), a small price level variance can only be achieved by
using a target that penalises at least a half of the drift in the price level (η  ≤ 0.5).  Moving towards regimes
that allow more than this drift in the price level secures very low levels of output variability, but makes it
________________________________________________________________________________
(19) Williams (op cit) conducts a similar experiment.  Comparing just price level and inflation targets, he finds that price
level dominates inflation targeting under both inflation and output variability criteria for weights on output deviations
from potential in the loss function above 0.1.
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much harder to control the price level.  On the other hand, when we assume that policy-makers have no
concern for output stabilisation (λy = 0), we find that price level variability does not increase significantly
until policy moves very close to the inflation targeting end of the spectrum.  In other words, the η -locus is
very steep.  This suggests that a policy that prioritises inflation stabilisation and that is based on inflation
targets would have to move only marginally in the direction of a pure price level target in order to obtain the
reduction in price level variability achievable with this model.

Finally, Charts 9a and 9b plot η -loci derived conducting the same experiments above but when the model
variant involves a fully forward-looking aggregate supply curve (as emerges when we assume Taylor
contracting).  As for the previous experiments that employed this model variant, here the scale of the
variances is much smaller (around a half for output and a fifth for inflation and the price level) than that in
the corresponding charts for the model variant with a mixed backward/forward-looking Phillips curve
(Charts 8a-8b).  A ‘jumpier’ inflation facilitates inflation, output and price level control, a point originally
made by Ball (1994).

In this setting, an exclusive concern for price stability almost completely eliminates inflation variability (Chart
9a, η -locus for λy = 0), as well as granting perfect control of the price levelthe η -locus lies on the
y-axis for λy = 0.  Stronger desire to stabilise output enhances the ability to minimise output variability,
reducing it from a half to a fifth of its original value under strict price level/inflation targeting.  However, this
is accompanied by higher inflation and price level variability, with more of each materialising at the
inflation-targeting end of the spectrum (η  > 0.5).

In summary, we found that different output preferences change our baseline case results in three ways.
First, a zero weight on output deviations from potential in the loss function reduces the possibility to lessen
the variance of output, regardless of the nature of the target for the stabilisation of prices.  Vice versa,
when the concern for output is high, it seems as if the amount of output variation can be reduced uniformly
for any kind of price stability target.

Second, when the preference for output stabilisation changes relative to the one for price stability, a pure
inflation target no longer necessarily entails lower inflation variability than a pure price level target.  When
policy-makers strongly dislike output variability, for instance, policy becomes automatically restricted in the
ability to operate via the output gap channel, the upshot of which is worsened inflation control.

And third, the result that moving from a price level to an inflation target may not involve big costs in terms
of worsened price level control until a lot of drift in the price level is allowed for appears to be
progressively overturned as policy-makers become more concerned about output fluctuations.  With strong
weights on output variability, moving towards a pure inflation target worsens almost immediately (ie even
for low values of η ) price level control.

4.4 Zero bounds and the η -loci

In this final section we focus on one potential additional property of price level targeting regimes, ie the
ability to reduce the probability of nominal interest rates hitting a zero level for a given level of steady state
inflation.  Woodford (1999) has investigated this subject and has found that price level targets could reduce
the variability of nominal rates, thereby minimising the chance that these hit zero.  The probability that
interest rates touch zero is a relevant issue in assessing the performance of alternative monetary policy
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rules/regimes, because zero is generally considered a lower bound for nominal rates.  When policy reaches
this bound, real rates cannot be reduced further and hence policy can no longer be expansionary—the
‘zero bound problem’ (see Buiter and Panigirtzoglou (1999), Goodfriend (2000), Krugman (1999),
McCallum (2000), and Svensson (2000)).

To investigate how the probability of hitting this zero bound varies along the η-loci in our analysis, we have
calculated probabilities for the implied variance of nominal interest rates under each rule contemplated in
the previous sections.(20)  We found that this probability is a function of:  (1) the type of nominal rigidity
embedded in the price-setting mechanism;  (2) whether policy feeds back on a current or future dated
target;  (3) in line with previous findings in the paper, it turns out that the consequences of intermediate
regimes for this probability cannot be extrapolated between the two extremes.  In particular, for the Fuhrer
and Moore model specification—which we believe offers a more realistic portrait of the functioning of price
setting in the United Kingdom—it seems as if the probability of hitting a zero bound, and hence of policy
becoming constrained, is maximum under price level targeting.  This is true both for optimal and simple
rules.  So under this criterion, inflation targets and hybrid regimes close to these targets on the spectra may
be superior to price level targets and regimes close to those targets on the spectra.

________________________________________________________________________________
(20) For simplicity, we preferred this to re-simulating the models under non-linearity constraints.  More specifically, we
assumed that the steady-state growth rate is 2.5% and that this is unaffected by the choice of the monetary policy rule.
We also assumed that whichever rule is followed generates an inflation rate of 2.5%.  This gives steady-state nominal
rates of approximately 5%.  We take the distribution of nominal rates to be normal.  This is appropriate since we have
already assumed normal distributions for the shocks and the models we employ are linear.  We can then use the formulae
for the normal distribution to calculate the probability mass of nominal rates below zero, which we consider as an
approximation to the risk of hitting the zero bound under those rules.  These results are available on request.
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Conclusions

The striking success of inflation-targeting countries in reducing inflation has encouraged debate about the
relative merits of price level and inflation targeting.

The literature to date suggests that inflation targeting implies lower output volatility at the expense of higher
price level volatility.  Recently, Svensson (1999a) showed that this conventional wisdom can be overturned
when policy is assumed to be discretionary, rather than committed to a time-inconsistent rule.  By assuming
that the central bank can credibly pre-commit, our paper sheds light on other factors that inform the price
level/inflation targeting comparison.

In particular, the paper looks at intermediate regimes between inflation and price level targeting, and defines
two spectra of intermediate regimes.  We define the first spectrum as a set of optimal control rules for the
interest rate obtained assuming that policy-makers minimise a loss function that penalised departures from a
linear combination of a price level and an inflation target (‘optimal control spectrum’).  We define the
second spectrum as a set of simple, Taylor-like rules for the interest rate, feeding back from the deviations
of actual prices and inflation from a linear combination of a (current, or forecast) price level and an inflation
target.  Where policy feeds back from current-dated variables, the rule was related to that in King (1999).

We show that the relative merits of regimes located along these spectra depend on at least three things.

First, they depend on the degree of forward-looking behaviour of agents in the economy.  As Batini and
Haldane (1999) have illustrated, both the forward-lookingness of the private sector (ie the parameter χ1)
and that of the central bank (ie the feedback horizon parameter k) matter in this respect.  The way in which
forward-looking behaviour affects the relative performance of various regimes depends, in turn, on the way
in which this affects the expectational channel of monetary transmission.

Second, they depend on the way in which policy is actually operated (as in King (op cit)).  Under optimal
control both inflation targeting, price level targeting and hybrid regimes give solutions that converge to
stable and unique equilibria.  This holds for simple rules responding to forecasts of future variables,
inasmuch as these rules respond indirectly to most states in the state vector as it is done by optimal rules.
This is not true, however, of simple current data based rules à la Taylor, where restrictions on the set of
feedback variables seem to lead to instabilities particularly for hybrid regimes.  It is possible, though, that
these conclusions are affected by the fact that we have chosen the simple rules’ parameters arbitrarily,
rather than optimally.

Third, the relative merits of regimes that we analyse hinge on what are the other preferences of the central
bank in addition to price stability.  In the paper, we examine the implications of different degrees of central
bank’s aversion for variability in the output gap when policy follows an optimal control, time-inconsistent
rule.  In general, when the preference for output stabilisation increases relative to that for price stabilisation,
inflation control deteriorates, as policy becomes restricted in the ability to operate via the output gap
channel.  Ceteris paribus, this may impair the inflation stabilisation properties of inflation targets relative to
price level targets.

Fourth, we find that intermediate regimes between extremes of the spectra can be important in informing
the comparison of price level and inflation targeting, since it appears that the benefits associated with each
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regime do not change monotonically as we move from one extreme to another.  For example, when
simulating the spectrum of optimal rules with Fuhrer-Moore contracting, we found that most of the
reduction in price level variability occurs in the first few increments along the spectrum from inflation
targeting towards price level targeting.

Finally, the probability of hitting a ‘zero bound’ appears also to be a function of the degree of forward-
looking behaviour in the economy.  In general, with Fuhrer and Moore contracting, price level targets and
hybrid regimes close to those targets lead to higher volatility in the nominal interest rate and so maximise
that probability.  In this respect, inflation targets and hybrid regimes close to those targets prove superior.
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