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Abstract

We analyse the intraday behaviour of high-frequency traders (HFTs) and its impact on aspects of market quality

such as liquidity, price discovery and excess volatility.  For that, we use a unique transactions data set for four 

UK stocks, over the period of a randomly selected week.  Our data identifies the counterparties to each transaction,

enabling us to track the trading behaviour of individual HFTs.  We first find that HFTs differ significantly from

each other in terms of liquidity provision:  while some HFTs mostly consume liquidity (ie trade more

‘aggressively’) by primarily executing trades via market orders, others mostly supply liquidity (ie trade more

‘passively’) by primarily executing trades via limit orders.  To examine how trading behaviour is related to these

patterns of liquidity provision, we split the HFTs in two groups, according to their trade aggressiveness, and

examine the behaviour and impact of each group separately.  We find that the ‘passive’ HFTs follow a trading

strategy consistent with market making and as such their trades have alternating signs and are independent of

recent (ten-second) price changes.  By contrast, ‘aggressive’ HFTs exhibit persistence in the direction of their

trades and trade in line with the recent (ten-second) price trend.  We then explore the relationship between HFT

activity and market quality.  We find that both higher price volatility and lower spreads cause HFT activity to

increase.  We suggest a number of reasons as to why this might be so.  Finally, we use a tick time specification to

examine the impact of HFT activity on price discovery (ie information-based volatility) and noise (ie excess

volatility).  We find that while HFTs have a higher information-to-noise contribution ratio than non-HFTs, there

are instances where this is accompanied by a large absolute noise contribution.
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Summary 
 
This paper studies the behaviour of high-frequency traders (HFTs) in the UK equity market and 
analyses its impact on aspects of market quality such as liquidity, price discovery and excess 
volatility. Although there is no precise definition of an “HFT”, the term is commonly used to 
describe firms that use computers to trade at high speeds and who also tend to end the day flat, 
ie carry small or no overnight positions.  
 
HFT activity has increased steadily over the recent years in the US, the UK and continental 
European equity markets and, following a number of market mishaps (which seem to have been 
triggered by flawed computer trading algorithms), high-frequency trading has also caught the 
attention of regulators. However, the empirical evidence on the behaviour and impact of HFTs 
has so far been relatively limited and inconclusive. Thus, the Bank of England has a natural 
interest in better understanding HFT behaviour and how it might impact the quality of UK 
equity markets. In particular, a key question is whether and how HFT activity impacts price 
efficiency and liquidity.      
 
This paper uses a sample from a data set of transaction reports, maintained by the Financial 
Services Authority, to attempt to give a first answer to these questions. The data identifies the 
counterparties to each transaction, which enables us to identify HFTs and study their behaviour. 
 
We first find that HFTs exhibit substantial variability in their trading strategies. For instance, 
while some HFTs trade primarily passively (by posting orders that rest on the order book of the 
exchange so that others can trade against them), others trade primarily aggressively (by trading 
against resting orders of passive traders). In other words, some HFTs mostly supply liquidity 
and others mostly consume it. For this reason and in order to examine how trading behaviour is 
related to these patterns of liquidity provision, we split the HFTs in two groups, according to 
their trade aggressiveness, and examine the behaviour and impact of each group separately.   
 
The “passive” HFTs tend to alternate their positions over the short run (ie their buys tend to be 
followed by sells and their sells by buys) and their positions also tend to be insensitive to recent 
price changes. Conversely, “aggressive” HFTs do not alternate their positions, and tend to trade 
in the direction of the recent price trend (ie they buy when the price rises and sell when it drops).    
 
We next examine whether and how price volatility and the prevailing bid-ask spread influence 
HFT activity. We find that both “passive” and “aggressive” HFTs trade relatively more when 
prices are more volatile and when the spread is narrow. We suggest a number of reasons why 
this might be so.  
 
Finally, we examine the impact of HFT activity on volatility. We note that volatility can be 
either “good” (when price changes reflect the arrival of new information about fundamentals) or 
“excessive” (when price changes do not reflect any information about fundamentals). In the 
latter case it is also referred to as “noise”. Clearly, markets are more informationally efficient 
when there is more “good” volatility and less “noise”. We therefore examine the contribution of 
HFTs to both “good” volatility and “noise”. For that, we use an econometric framework that 
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takes into account the exact time sequencing of HFT trades and price changes and, as such, 
allows us to isolate and estimate the causal effect of HFT activity on price volatility.            
 
Our results show that there are instances where HFTs contribute (in absolute terms) a large 
amount of both “good” and “excessive” volatility; more so than the average, non-HFT, trader. 
This is possible if some of their trades carry a large amount of information while other trades are 
uninformative. We hypothesise that this may be because HFTs aim to end each day with 
relatively flat positions: if an HFT must, at some point during the day, only trade in order to 
adjust their inventory, these trades will have no information content and will likely create noise. 
For the stocks we analyse, HFTs are more informationally efficient than non-HFTs as their 
relative contribution of “good” to “excessive” volatility is on average 30% higher than that of 
non-HFTs. Owing however to the small number of stocks in our sample, we cannot confidently 
generalise these findings in the entire cross-section of stocks.    
 
Given the instances of large contributions of both “good” and “excessive” volatility by HFTs, it 
is not immediately clear what the welfare implications of HFT activity are. If improvements in 
price efficiency at some times come part and parcel with additional noise at other times, then 
whether HFT activity is socially beneficial or not, will ultimately depend on how the marginal 
utility of information compares with the marginal disutility of noise, ie on how much additional 
noise we are willing to tolerate at some times for the benefit of more informed trading at other 
times. It will also depend on the balance between any beneficial impact HFTs may have on 
markets during “normal” market conditions and the effect of HFT activity under more “stressed” 
market conditions. Finally, the welfare implications of HFT activity will also depend on the 
propensity of errors in the operation of their algorithmic trading to cause harmful disturbances 
of the type experienced in the “Flash Crash” of 6 May 2010. However, these issues are beyond 
the scope of this paper.              
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



1 Introduction

This paper utilises unique transactions data from the UK equity market to study the intraday behaviour
of High-Frequency Traders (HFTs) and understand their impact on market quality. Although not precisely
defined, the term “HFT” is generally used to describe any trading firm that makes extensive use of computer
technology in its trading process with the aim of executing a large number of transactions within short time
intervals. Furthermore, the firm normally ends the day with a relatively flat position.1 Following the May
6, 2010 “Flash Crash” in the United States and the potential role that HFTs may have played in the crash,
the subject has caught the attention of academics and policy makers worldwide.2 The debate has mainly
centred around the impact of HFT on various aspects of market quality such as liquidity, price discovery and
excess volatility. To the extent that HFT impacts these aspects of market quality it has direct implications
for financial stability. Indeed, regulators on both sides of the Atlantic have implemented or contemplate
rules aimed at either directly curbing HFT activity or limiting its potential impact.3 Our paper contributes
to the ongoing debate on the impact of HFT activity on market quality and also sheds some light on the
trading behaviour of HFTs.

For our analysis we use transaction-level data which identifies the counterparties to every trade and
thus enables us to track individual HFTs. While our data does not include the trades of HFTs who are
not regulated in the European Economic Area, it does include the trades of some of the largest HFTs. To
classify firms as HFTs, we use various information sources including the companies’ websites and media
reports.4 In our sample, “HFTs” participate in about 27% of all trading volume.

We start by analysing the impact of HFT activity on liquidity. Liquidity is an important aspect of
market quality and liquidity provision has frequently been cited in arguments made both in favour and
against HFTs.5 We find that HFTs display significant variability in the level of liquidity provision: while
some HFTs predominantly supply liquidity, others primarily consume it. For this reason and owing to
confidentiality restrictions, we split the sample of HFTs in two groups based on their trade aggressiveness6

and study the behaviour and trading impact of each group separately. The “passive” group consists of all
HFTs with a below-median aggressiveness ratio and the “aggressive” group consists of all HFTs with an
above-median aggressiveness ratio.

Having split the set of HFTs in our sample in these two groups, we then attempt to understand the
second-by-second behaviour associated with the different patterns of liquidity provision of each group. We
find that the “passive” HFTs exhibit a behaviour broadly consistent with that of a market maker: these
HFTs alternate between buys and sells and their trading is neutral to recent (i.e. 10-second) price changes.
On the contrary, the “aggressive” HFTs trade in a trending fashion (their buys are followed by buys and
their sells by sells) and they also trade with the recent price trend (i.e. they buy when prices rise and sell
when they drop). On account of this behaviour, and given the need to balance their positions, they display
a stronger long-term sensitivity to inventory levels.

We next look for causal links between HFT activity and two measures of market quality, namely short-
term price volatility and the bid-ask spread. The fundamental problem that one encounters in such cases
is endogeneity. We exploit the autoregressive behaviour of both spread and volatility and use lagged values
of these variables as instruments for current values in order to assess their impact on HFT activity. The
results show that both groups of HFTs trade proportionally more when volatility is higher and spreads are
narrower. This is consistent with a number of explanations: If higher volatility is suggestive of a higher
rate of information arrival, HFTs may be trading proportionally more by exploiting their speed advantage.

1For a detailed overview of HFT characteristics see AFM(2010).
2See CFTC-SEC (2010) for the official report on the “Flash Crash”. See Haldane (2011) and Shapiro (2012) for a regulatory

perspective of HFT.
3For instance, as part of the ongoing revision of the Markets in Financial Instruments Directive in Europe, regulators

contemplate a minimum resting period of half a second for all limit orders while the SEC recently approved proposals to
tighten the market-wide circuit-breaking thresholds on a pilot basis.

4Companies that are classified as HFTs this way include market makers, other proprietary trading companies and hedge
funds. Companies that use algorithms exclusively for optimising order execution are not labeled as HFTs in our sample.

5See for example IOSCO (2011)
6Trade aggressiveness is the ratio of trading volume (or number of trades) executed via market orders or marketable limit

orders over the total trading volume (or total number of trades) in which an HFT participated.
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Lower spreads on the other hand may be causing both types of HFTs to trade more for different reasons:
“Aggressive” HFTs may find it cheaper to trade when the spread is small since they primarily use market
orders. “Passive” HFTs may again be exploiting their speed advantage if a small spread is indicative of
higher competition for liquidity provision which results in a faster market (in the sense that quotes need to
be updated quickly to be competitive).

An alternative solution to the endogeneity problem is to work in tick time.7 In tick time, one can
sequence transactions and quote updates and, using an appropriate econometric framework, it is possible
to isolate the causal link between trades and price changes. We use the standard VAR framework of the
Hasbrouck (1991a, 1991b) model of trades and price changes and augment it appropriately to test our
hypotheses of interest. Using this framework, we first estimate the price impact (via impulse response
functions) of the two groups of HFTs and compare it with that of the rest of the traders. We find that the
“aggressive” HFTs have a larger price impact than the “passive” ones (1.2 bps versus 0.5 bps). However this
larger price impact by the “aggressive” HFTs is proportional to their aggressive trading volume, suggesting
that “aggressive” HFTs’ trades do not individually have a larger price impact than those of the “passive”
ones. The rest of the traders have a higher average price impact (at 2.6 bps), again, due to their higher
trading volume. However, on a “per-share-traded” basis, HFTs have a much larger price impact than the
other traders: whereas HFTs initiate about 12% of all aggressive volume, they account for about 40% of
the total price impact. If one interprets the price impact as information contribution, then these results
suggest that while all other traders contribute more to price discovery in absolute terms (on account of the
larger trade volumes that they initiate), the HFTs in our sample contribute more to price discovery on a
per-share-traded basis.

A challenge in a high-frequency trading environment is making sense of short-term price volatility. In
theory, every trade that has a price impact increases short-term volatility. However, given that the concern
is not about volatility per se but rather about whether volatility reflects information or not, we do not wish
to potentially brand HFTs as “volatility increasing” if they quickly and accurately respond to the arrival
of new information about a security and through their trades cause prices to quickly adjust to their new
equilibrium values. For this reason, we follow Hasbrouck (1991b, 1993) and impose some additional structure
to the VAR framework: we first assume that the observed price consists of an efficient (non-stationary) and
a noisy (stationary) price component. Changes in the efficient price component last longer (i.e. 50 ticks)
and as such are assumed to reflect information about fundamentals. Thus, the efficient price innovation
equals, at each tick, the overall, long-term price impact. On the contrary, any price changes that tend to
quickly reverse and disappear are attributed to noise. After decomposing the price innovation at every tick
into the efficient price innovation and the residual noise, we examine what fraction of the variance of each
component the two groups of HFTs and all other traders are responsible for.

Given that we do this analysis for each stock separately and that we only have a few stocks in our sample,
we cannot draw general conclusions about the impact of HFT on the stock cross-section. However, we can
demonstrate that there are instances where HFTs collectively contribute around 50% of both the variance
of the efficient price innovation and of the noise variance. This suggests that given their trading volume
participation of about 27%, HFTs (particularly the “aggressive” ones) can significantly amplify both price
discovery and noise. Overall, HFTs have higher ratios of information-to-noise contribution than all other
traders, with the difference being statistically significant for some stocks.

The instances where HFTs contribute large amounts of both information and noise to the prices suggest
that while some HFT trades have a large information content, others are entirely uninformative. We believe
that this is likely a result of the types of strategies that HFTs follow. For example, if informed trading
causes an HFT to build up a position during the day, she will have to unload this position by the end
of the day. To the extent that there are no profitable ways to do so, the HFT may be forced to make a
series of “uninformed” trades to simply bring her position back to her target inventory levels. This could
mean that inherent in the typical HFT strategy of carrying no positions overnight is the creation of noise.
Alternatively, HFTs (especially the “aggressive” ones) may be employing trading strategies that rapidly
react to news arriving at the market. This reaction however may either be disproportionate or the HFTs
may also react to signals that are in reality uninformative. In those cases HFTs will end up creating excess

7In the context of an empirical model this means that time is not updated in fixed intervals but, rather, whenever there is
a transaction or a quote update.
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volatility.
Our paper contributes to a small but fast growing literature on HFT and Algorithmic Trading (AT).

While some papers focus on the actual behaviour of HFTs8 most studies have attempted to assess the
impact of HFT on liquidity, price discovery and volatility.

Regarding the impact of HFT activity on liquidity, the evidence so far is mixed. For instance, while
Hasbrouck and Saar (2011) and Hendershott et al (2011) find that HFT/AT activity reduces quoted and
effective spreads, Hendershott and Moulton (2011) show that following the introduction of NYSE-hybrid
in 2006, spreads went up as liquidity providers sought compensation against the risk of being adversely
selected by informed traders. Also, Brogaard (2011) documents that HFTs provide less order book depth
than non-HFTs.

There seems to be more of a consensus in the literature on the effect of HFT on price discovery. For
instance, Hendershott and Moulton (2011) also find that, after the introduction of NYSE-hybrid, order
execution times fell thus causing prices to adjust faster to new information. Hendershott et al (2011) find
that algorithmic trading enhances the informativeness of quotes on NYSE, while Hendershott and Riordan
(2011) find that for DAX-traded equities, algorithmic trades contribute more to price discovery than human
trades. Finally, using Nasdaq data, Brogaard (2011) also finds that HFTs contribute to the price discovery
process.

Some papers have also examined the impact of HFT on overall volatility. However, most of these papers
make no distinction between the informative and uninformative components of volatility. It is then perhaps
for this reason that the results of these papers are less conclusive. For instance, Hasbrouck and Saar (2011)
find that HFT decreases short-term volatility while Zhang (2010) argues that HFTs increase volatility. A
paper that does distinguish between information-based and excess volatility is that of Boehmer et al (2012).
Using data from a cross-section of 39 exchanges, over a nine-year period, these authors find that while
algorithmic traders improve informational efficiency, they also contribute to excess volatility. However, the
authors do not directly observe HFT activity but instead infer it from the ratio of trading volume to message
traffic. The fact that most studies suffer from the same problem, may be another reason for the discrepancies
in the literature. For instance, Zhang (2010) indirectly estimates HFT activity from institutional investor
holdings over quarterly intervals while Hasbrouck and Saar (2011) estimate low-latency activity by the
number of sequences of linked messages (“strategic runs”) over 10-minute intervals. By using a unique data
set where the identities of the counterparties are known, our paper overcomes this difficulty.

2 Data: Properties and Filters

We use transactions data, time stamped to the second, for four FTSE 100 stocks (labeled as W, X,
W and Z) over a randomly selected one-week period, within the past two years.9 The transactions data
is obtained from the SABRE and Bloomberg databases. The SABRE database is maintained by the UK
Financial Services Authority (FSA) and contains information on transaction prices, sizes, time, location
and importantly, counterparty identity. It also identifies the buyer and the seller in each transaction as well
as whether the counterparties execute a given transaction in a principal or agent capacity. The SABRE
database captures the trading activity of all firms directly regulated by the FSA as well as that of firms
that trade through a broker (brokers are regulated and as such must report their clients’ transactions).
This implies that firms who are not subject to FSA regulation and who do not trade through a broker are
not subject to reporting requirements and their trades are not captured in SABRE. However, SABRE does
include the trades of some of the largest HFTs.10 To analyse the behaviour of HFTs in the universe of all
trades we complement SABRE with Bloomberg, which contains all transactions executed on the various
exchanges as well as all quote updates at the top of the order books.

For our analysis, we apply a number of filters on these two data sets. Since we are interested in the
effects of HFT on aspects of market quality, and given that HFT activity is concentrated on venues with

8e.g. Kirilenko et al (2011) examine the behaviour of HFTs before and during the May 6, 2010 “Flash Crash” and Menkveld
(2012) studies the behaviour of a large market-making HFT on Chi-X and Euronext.

9The names of the stocks as well as the exact dates are not revealed for confidentiality reasons.
10The SABRE database has only been used before in the context of HFT in Brogaard et al (2012). These authors analyse

the effect of HFT on the execution costs of institutional investors.
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electronic, public limit order books, we only retain trades that have exclusively been executed on the order
book of one of the four largest (in terms of trading volume) exchanges or Multilateral Trading Facilities
(MTFs) in the UK: The London Stock Exchange (LSE), Chi-X, BATS and Turquoise. We thus exclude any
Over-The-Counter (OTC) transactions reported on these exchanges as well as any transactions executed
on Systematic Internalisers (SIs) and Dark Pools (DPs). Dark trades are executed at the midpoint of the
prevailing best bid and offer and therefore have no market impact. We also drop transactions that result
from fully or partially hidden limit orders (also known as “iceberg orders”). These orders do not affect
the prevailing quote because they are invisible and thus do not allow market participants to condition
their behaviour on them. Finally, we drop any transactions that are time stamped before 8:01am or after
4:30pm so as to exclude trades that are associated with the opening and closing auctions at any of the
four exchanges/MTFs. In all cases, we make sure that the SABRE and Bloomberg samples are always
comparable by applying the same filters.11

To analyse HFT behaviour, we isolate the identities and trades of individual HFTs in the SABRE
database and match their SABRE reports with their Bloomberg trade reports. The matched data set enables
us to track individual HFT trades in the Bloomberg universe of all trades. The matching of these transaction
reports is done by nearest time stamp, trade size and trade price. Figure 1 illustrates the relationship
between the various trade data sets we work with. The “Level 3” filtered SABRE data set contains the
transaction reports of all FSA-regulated entities while the “Level 4” matched SABRE/Bloomberg data set
is used to analyse individual HFT behaviour. After applying all the data filters, the transactions we retain
represent, for each stock and each of the four exchanges/MTFs, more than 70% of their total non-OTC
trading volume.12 These same filters reduce the number of unique SABRE transaction reports from 849,626
to 716,746.

Figure 1: Illustration of the structure of our data. The data described in the smaller rectangles is a

subset of that described in the larger ones.

The stocks we use in our analysis are all from different industries and exhibit substantial variability
in trading volumes and market capitalisations. The first two columns of Table 1 give ranges in which the
average daily trading volumes for each of the stocks lie, during our sample time, as well as the quartile rank
that these average volumes attain when compared with the weekly trading volumes of the same stocks over
the rest of the year. It is evident that not only are the trading volumes cross-sectionally diverse but also that
the week we have randomly selected is a high-volume week for two of the stocks and a low/average-volume
week for the other two. Similarly, the last two columns of Table 1 give ranges for the market capitalisations
of the stocks, along with their quartile size rank in the FTSE 100 index. These numbers show that, although
all of our stocks are among the 100 largest, they do exhibit substantial size variability both in absolute terms
and relative to the FTSE 100. The smallest stocks have a market capitalisation of less than £20bn while the

11See Appendix 1 for a detailed description of how we filter the raw SABRE data.
12In terms of the illustration in Figure 1, these are the trading volumes captured in the “Level 2” data set as a fraction of

the trading volumes in the “Level 1” data set.
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largest stock has a size between £80bn and £160bn. Overall, the stocks in our sample exhibit a reasonable
degree of cross-sectional variability in volume and size in both absolute and relative terms.

Table 1: Stock characteristics

Stock Daily Trading Volume Quartile Rank Market Capitalisation Quartile Rank
(millions of shares) (in the year) (£bn) (in the FTSE 100)

W 0-50 1st 0-20 3rd
X 250-300 3rd 20-80 4th
Y 0-50 4th 0-20 2nd
Z 100-150 2nd 80-160 4th

Notes: This Table shows ranges of daily trading volume (in millions of shares) and market capitalization (in £ billions)
to which the stocks in our sample belong. We also report the rankings of the volume and market capitalisation figures as
compared respectively with the rest of the trading days in the same year and the rest of the FTSE 100 stocks in the same
week. Source: Bloomberg.

3 HFT classification and Summary Statistics

In this section we use the filtered SABRE data set (i.e. the “Level 3” and “Level 4” data sets in Figure
1) to describe some general characteristics of HFTs such as their volume and trade participation, the extent
to which they trade aggressively via market orders or passively via limit orders, as well as their trading
speeds. Knowledge of the identities of the counterparties in our sample allows us to precisely identify HFTs.
To do that, we use press reports and the companies’ websites to see which of them are described as HFTs or
define themselves as such. For instance, if a company defines itself as a “High-Frequency Trader (HFTs)”
(or alternatively a “low-latency trader” or an “electronic market maker”) then we classify it as an HFT.

We start by measuring the volume and trade participation of the HFTs and also the extent to which
they consume or supply liquidity. A trader consumes liquidity by posting market orders (or marketable
limit orders), which get executed against standing limit orders and supplies liquidity by submitting limit
orders which rest on the order book.

To do that, we first classify each transaction as buyer- or seller-initiated using the Lee-Ready (1991)
algorithm.13 We then compare this classification with the buy-sell indicator of the SABRE trade report
and classify a trade as aggressive or passive as follows:

1 If the Lee-Ready classification matches the buy-sell indicator in SABRE as reported by trader i, then
this is an aggressive trade and trader i is consuming liquidity.

2 If the Lee-Ready classification does not match the buy-sell indicator in SABRE as reported by trader
i, then this is a passive trade and trader i is supplying liquidity.

The point is that whoever initiates the trade is the party consuming liquidity. So, if the Lee-Ready
algorithm classifies a given trade as buyer-initiated and the transaction is reported by trader i who identifies
herself as the buyer, then trader i placed the aggressive order. If trader i identifies herself as a seller, then
she is not the party who initiated the trade and therefore she must have placed the passive order.

After classifying each transaction j of HFT i as active or passive, we calculate her volume- and trade-
weighted aggressiveness ratios, i.e. the ratio of volume (number of trades) traded aggressively, over her total
trading volume (total trades). These ratios show whether, on average, an HFT mostly supplies or consumes

13See Appendix 2 for a detailed description of the algorithm and how we implement it.
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liquidity. The volume and trade-weighted aggressiveness ratios are thus defined as:

VWARi =

∑
j∈ATi

V OLij∑
j V OLij

(1)

TWARi =

∑
j I[j∈ATi]

Ji
(2)

where V OLij is the volume of trade j executed by HFT i, ATi is the set of all aggressive trades by HFT i
and Ji is total number of transactions in which HFT i participates.

Table 2 shows the HFT participation and aggressiveness statistics. Panel A looks at trading volumes
(measured in millions of shares traded) and Panel B looks at numbers of trades. HFTs participate in about
27% of the total traded volume and 26% of all executed transactions. This means that the HFTs in our
sample are a counterparty to roughly one out of every four shares traded. The third column of the Table
shows the HFTs’ aggressiveness ratio in terms of volume and number of trades. The aggressiveness ratio of
HFTs is about 47% in volume terms. This suggests that on average, HFTs supply slightly more liquidity than
they consume. However, this number masks the fact that individual HFT behaviour can vary substantially.
To highlight this point, we split our HFT sample into a “passive” and an “aggressive” group with the
“passive” group including all HFTs with a below-median aggressiveness ratio and the “aggressive” group
including all HFTs with an above-median aggressiveness ratio. The two groups have distinctly different
aggressiveness ratios which likely reflects the variety of trading strategies that are employed by HFTs. The
HFTs in the “passive” group trade two thirds of their shares (and also execute two thirds of their trades)
by posting limit orders and trade the remaining third of shares by market orders, thus supplying a lot more
liquidity than they consume. The “aggressive” group on the other hand trades slightly more than half of
its shares (and executes about 60% of its trades) via market orders, thus consuming more liquidity than it
supplies. The grouping we use (for confidentiality reasons) still masks some of the variation in aggressiveness
ratios. For instance, the maximum aggressiveness ratio in our sample is above 70% in volume terms.

Table 2: HFT participation and aggressiveness

Panel A: Volume

HFT Type Volume % of Volume Aggr. Ratio % of Aggr. Volume
Participation Participation (Vol-weighted) Participation

All HFTs 539.1 27.1% 46.9% 12.71%
“Passive” HFTs 214.4 10.8% 32.7% 3.53%

“Aggressive” HFTs 324.6 16.3% 56.3% 9.18%

Panel B: Trades

HFT Type Trade % of Trade Aggr. Ratio % of Aggr. Trade
Participation Participation (Trade-weighted) Participation

All HFTs 109,390 26.0% 45.2% 11.8%
“Passive” HFTs 58,681 14.0% 31.2% 4.4%

“Aggressive” HFTs 50,709 12.0% 61.3% 7.4%

Notes: Panel A shows absolute volume participation (in millions of shares), relative volume participation as a fraction of
total trading volume, volume-weighted aggressiveness ratios as defined in equation (1) and the fraction of aggressive volume
participation which is the product of relative volume participation with the volume-weighted aggressiveness ratio. Panel B
shows absolute and relative participation by number of trades, trade-weighted aggressiveness ratios as defined in equation (2)
and the fraction of aggressive trade participation which is the product of relative trade participation with the trade-weighted
aggressiveness ratio. All numbers are aggregated over stocks and HFTs. We classify as HFTs all firms in the SABRE data
set for which press reports and their own websites point to such activity. The “passive” group consists of all HFTs with a
below-median aggressiveness ratio and the “aggressive” group of all HFTs with an above-median ratio.
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These numbers suggest that HFT behaviour is very diverse: for example, the low aggressiveness ratios of
the passive group are consistent with high-frequency market-making whereas the aggressive group of HFTs
could be employing some other high-frequency strategy such as statistical arbitrage or event trading. This
means that in order to examine the effect of HFT activity on market quality, one needs to do that separately
for the different types of HFT strategies. Thus, later in the paper we examine separately the impact of the
two groups of HFTs on various aspects of market quality.

Table 3 shows statistics on trade sizes, end-of-day of positions (as a fraction of trading volumes) and
trading speeds. The average trade size for the HFTs in our sample is 4,731 shares with “aggressive” HFTs’
trades being twice as large as “passive” HFTs’ ones. To see if the HFTs that we identify conform with
the widespread view that they carry small overnight positions, we also calculate for each HFT, the volume-
weighted ratio of their absolute end-of-day positions over their total trading volume. Thus, the End-of-Day
Position over Volume (EDPV) ratio for HFT j is:

EDPVj =

∑4
i=1

[( ∑5
t=1 |POSjit|

)( ∑5
t=1 V OLjit

)]
∑4

i=1

∑5
t=1 V OLjit

(3)

where POSjit is the end-of-day t position of HFT j on stock i and V OLjit is her daily trading volume on
the same stock. For this we assume that traders start each day with a zero position. The numbers in Table
3 suggest that indeed, HFTs on average end the day flat as the average ratio, across all HFTs, is 5.6%.
“Aggressive” HFTs appear to carry smaller overnight positions than “passive” ones; this could be because
“passive” HFTs engage in market-making strategies which require a stock inventory. Of the two groups of
HFTs that we analyse, the “passive” one is faster than the “aggressive” group (2.88 vs. 2.49 trades per
minute) and also has higher maximum speeds (7.95 vs. 6.70 trades per minute). The average trading speed
of the “passive” group is comparable to the 2.74 trades per minute that Menkveld (2012) reports for the
large market-making HFT that he studies.14

Table 3: High-Frequency Trader summary statistics

HFT Type Average Avg. End-of-day Average Maximum
Trade Size Position over Volume Trade Speed Trade Speed

(Trades/Min) (Trades/Min)

All HFTs 4,731 5.6% 2.69 7.95
“Aggressive” HFTs 6,362 1.7% 2.49 6.70
“Passive” HFTs 3,100 9.5% 2.88 7.95

Notes: The first column shows the average trade size of of the firms in our sample that describe themselves as “high-frequency
traders” as well as of the two HFT groups (“passive” and “aggressive”) that we analyse. The second column shows their
simple average, across HFTs, of the end-of-day position as a fraction of trading volume, defined in equation (3). The last two
columns show the average and maximum trading speeds (in trades per minute) across stocks and for all venues. The HFT
group includes all firms in our sample for which press reports and their own websites point to such activity. Source: SABRE.

4 HFT positions and their determinants

We next analyse the short-term trading behaviour of the “passive” and “aggressive” HFTs.15 We do
this for two reasons: first, in order to identify any trading patterns that might cause one group of HFTs

14Menkveld (2012) reports that the HFT trades 1,397 times per stock per day. Assuming an 8.5 hour trading day, this
translates to 2.74 trades per stock, per minute.

15The analysis in this section is based on the matched SABRE/Bloomberg data set (the “Level 4” data set in Figure 1).
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to supply liquidity and the other to consume it. Second, in order to associate HFTs’ short-term behaviour
with their impact on short-term volatility and price discovery.

Thus, we attempt to identify the factors that influence the second-by-second changes in HFTs’ positions.
For each individual HFT in our sample, we estimate an empirical model of change in holdings similar to
the one in Kirilenko et al (2011):

∆yijt = α+ φ∆yijt−1 + δyijt−1 +
10∑

k=1

βkRit−k +
4∑

m=1

dmI[m=i] + uijt (4)

where the index i denotes stocks, j denotes HFTs and t denotes a second-long time interval. yijt is the level
of HFT j holdings, in number of shares, in stock i at time t, Rit−k is the return of the same stock over the
time interval t−k and I[m=i] is the stock i dummy variable. We calculate returns using the quote midpoint
at the beginning and end of each second, so as to avoid the bid-ask bounce bias. The coefficients φ and δ
can be interpreted as the strength of short- and long-term mean reversion respectively. We estimate this
model separately for each group of HFTs by a pooled regression.

Table 4 shows the results of this estimation.16 A striking difference between the two groups of HFTs
is their opposite sensitivity to recent position changes (the φ parameter). Whereas the “passive” group
reverses its position in the following second, the “aggressive” trades in the same direction. Both groups
target an inventory level over a longer time period as the negative coefficients on their lagged inventory
levels (the δ parameter) indicate. This suggests, that over a longer period, the positions of the HFTs, in
both groups, are mean-reverting with an average inventory half-life of about 2.7 and 1.6 hours respectively.17

The “passive” group has a longer inventory half-life (the δ coefficient is smaller in absolute terms), possibly
because the second-by-second reversal of positions allows the HFTs in this group to maintain a relatively
constant inventory in the short term so that smaller adjustments are necessary over the longer term.

Finally, the coefficients on past returns are also different across the two groups of HFTs. Following a
price change, the “passive” group trades, in the next 10 seconds, in a way that is neutral to the price trend
as the small and statistically insignificant sum of the lagged return coefficients (which equals -1.97) suggests.
On the contrary, over the same period, the “aggressive” group seems to be trading strongly with the price
trend: a 0.01% increase in the stock price in each of the previous 10 seconds (leading to a cumulative
increase of 0.1%), causes the HFTs in that group to purchase, on average, an additional 138 shares.18

Overall, the “passive” HFTs display characteristics consistent with market-making activity: apart from
supplying more liquidity than they consume, they typically reverse their positions from one second to the
next and their trading is price-neutral. On the other hand, the “aggressive” HFTs appear to follow a
different trading strategy: Although they, too, target an inventory level (albeit over a longer time period),
their trading is trending with respect to both position and price changes. A price change over the previous
10 seconds leads to a same-direction trade which in turn leads to an additional same-direction trade in the
next second.

5 Analysis of HFT activity in clock time

We next explore the relationship between HFT activity and two dimensions of market quality, namely
spread and volatility. Volatility is defined here in the usual sense and we do not attempt to break it down
into information-related volatility and noise. Apart from examining if, and to what extent, HFT activity

16We estimate the model coefficients using fixed effects. There are however two potential problems with the above speci-
fication that need to be addressed. The first has to do with the dynamic bias created by the lagged dependent variable in
a panel structure and the second with the potential bias created by the presence of a lagged dependent variable along with
autocorrelation in the error terms. The first is less of a concern because the bias tends to zero as the time dimension in a panel
increases (see Nickel (1981)), which is the case in our model. To address the second, we estimated the model both without the
lagged dependent variable and with additional lags of the dependent variable, thus removing low order serial correlation. The
point estimates of both the lagged dependent variable and of the other regressors appeared to be robust across specifications.

17The half-life of an HFT’s inventory is the time it takes for a deviation from a target level to be reduced by half. It is
calculated as log (0.5)/δ̂.

18These results are robust to randomly dropping particular stocks or days from the data.
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Table 4: Position regressions

Dependent Variable: “Passive” “Aggressive”

∆yijt HFTs HFTs

Independent Variables:

∆yijt−1 -0.0185 0.0267
yijt−1 −7.1× 10−5 −12.5× 10−5

Rit−1 -36.349 55.723
Rit−2 7.104 29.198
Rit−3 9.807 21.900
Rit−4 9.236 18.884
Rit−5 9.087 19.066
Rit−6 -4.801 8.150
Rit−7 0.014 -0.266
Rit−8 9.043 3.498
Rit−9 -1.535 -4.397
Rit−10 -3.577 -13.302

Sum (
∑10

k=1 βk) -1.970 138.453
Obs. 610,600 610,600

Inventory Half-life (hours) 2.7 1.6

Notes: Estimation results of the position regression (4) for the “passive” and “aggressive” groups of HFTs that we analyse,
over all four stocks and for the entire week in our sample. The “passive” HFTs are those with a below-median aggressiveness
ratio and the “aggressive” ones are those with an above-median aggressiveness ratio. yijt is the stock i, time t level of holdings
(in 10,000s of shares) by HFT j and Rit is the stock i, time t return. The dependent variable is the contemporaneous change

in holdings, ∆yijt. Coefficients that are significant at 5% are in bold. Half-life is calculated as log (0.5)/δ̂ where δ̂ is the
coefficient on the lagged inventory level yit−1.

is correlated with spread and volatility, the main goal is to uncover any causal links between HFT activity
and these two parameters of market quality. This is no easy feat when working in clock time because in any
single time interval there are multiple transactions and quote updates so that it is not possible to sequence
the events and distinguish the cause from the effect. To overcome this problem, we use, in our multivariate
analysis, instrumental variables. Unfortunately, the nature of the instruments is such that we can only make
causal inferences about the effect of market quality on HFT activity and not the other way around. The
impact of HFT activity on market quality is therefore something that we address in the next section where
we use a tick-time specification.

5.1 Bivariate Analysis

We start by looking at the unconditional relationship between HFT activity and stock price bid-ask
spread and volatility. In Figure 2 we plot the excess volume participation of each HFT group, for every
5-minute interval, against all excess spread and volatility percentiles. Excess HFT volume participation is
defined as the difference between the actual, 5-minute, HFT volume participation and the HFTs’, same-
stock, weekly average participation. Similarly, excess spread/volatility is the difference between the 5-
minute average spread/volatility of a stock and its weekly average. The participation ratios that we plot
are volume-weighted averages across stocks and HFTs. The plots show unconditional relations but HFT
volume participation is likely driven by a multitude of factors. Nevertheless, we state the main hypotheses
about the possible causal links between HFT activity and spread and volatility and then more formally test
some of these hypotheses.

The spread plot in Figure 2a shows a negative relationship between HFT activity and spread size for
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both groups of HFTs. This is more pronounced at the highest spread percentiles where higher spreads are
associated with 3% lower levels of HFT activity relative to the weekly average. Regarding the “passive”
HFTs, there are at least two potential explanations why we might observe this pattern. The first is that
the spread increases because the “passive” HFTs decrease their trading activity. Since “passive” HFTs
predominantly trade by posting limit orders, their quotes can only narrow the spread (or leave it unchanged).
Thus, if “passive” HFTs trade less this likely means that they also quote prices less frequently (or further
away from the top of the order book) which would cause spreads to increase. A second explanation is that
causality runs the other way around and a smaller spread causes the “passive” HFTs to trade proportionally
more. Since a tight spread indicates that there is more competition among liquidity providers, it could be
that a high-frequency “passive” trader has an advantage in this competitive environment, because she
is able to update faster her quotes, and ends up trading proportionally more.19 To summarise, the two
non-exclusive hypotheses are:

• HA1: The “passive” HFTs’ trading causes the spread to narrow.

• HA2: A narrower spread causes the “passive” HFTs’ limit orders to be executed relatively more
frequently.

The “aggressive” HFTs also reduce their trading activity when the spread is wider. Since aggressive trade
execution can only widen the spread or keep it unchanged, we interpret this as evidence that “aggressive”
HFTs avoid trading when it is expensive to do so, i.e. when the spread is wider. Thus, the hypothesis here
is that:

• HB1: A wider spread causes “aggressive” HFTs to trade proportionally less, presumably because
trading is expensive.

Overall, the spread plots are consistent with evidence in the empirical literature that HFT either con-
tributes to the narrowing of the spread (as in Hasbrouck and Saar (2011) and Hendershott et al (2011)) or
is driven by it (as in Hendershott and Riordan (2011)).

Figure 2b shows the unconditional relationship between HFT activity and volatility. Volatility is mea-
sured as the sum of the quote-to-quote squared returns of the quote midpoint. We use the quote midpoint
to calculate volatility so as to avoid the bid-ask bounce bias. Both the “passive” and “aggressive” HFTs’
activity is increasing with volatility up to a certain point and then, for the highest volatility percentiles, it is
decreasing. However, “passive” HFTs appear to be more sensitive to the level of volatility than “aggressive”
HFTs.

There are several alternative explanations consistent with this inverted U-shaped relationship between
HFT activity and volatility: One is that “passive” HFT trading activity somehow causes volatility to
increase.20 Alternatively, the increase in the “passive” HFTs’ activity with volatility could be because
volatility reflects a more erratic and/or concentrated arrival of new information. This may in turn cause
market-making HFTs to post relatively more limit orders in order to accommodate the increased order flow
on behalf of investors who wish to trade on the arriving information. This explanation is consistent with
the well-known positive relationship between volatility and trading volume.21 The decrease in the “passive”
HFTs’ relative activity for the highest volatility percentiles could be because the “passive” HFTs deem
the market too risky at that stage and decide to scale down their activity, at least in relative terms. The
reduced activity by the “aggressive” HFTs at the highest volatility percentiles could be for the same reason.
To summarise, the alternative hypotheses for both groups of HFTs are:

• HAB3: HFT trading affects volatility.

• HAB4: Volatility is influencing the trading activity of the “passive” HFTs (and less so of the “aggres-
sive” HFTs).

19Unfortunately we do not have the quote data needed to verify these hypotheses.
20It would be difficult however to explain the inverted U-shaped pattern of the “passive” HFTs’ trading activity. If “passive”

HFTs influence volatility, the inverted U pattern implies that the same level of “passive” HFT activity can influence volatility
in different ways.

21See for example Schwert (1989).
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Figure 2: Average excess HFT volume participation for each spread (Figure 2a) and volatility (Figure

2b) percentile, over 5-minute intervals. The purple lines show the excess volume participation of the

“passive” HFT group and the black lines show the excess volume participation of the “aggressive”

HFT group. For each 5-minute interval and each stock we calculate the difference between the average

5-minute spread/volatility of that stock and its weekly average. We then place these differences in

a decile bucket. Over the same 5-minute interval we also record the excess volume participation

of each HFT in that stock. Excess volume participation is the difference between the actual, HFT

volume participation over the 5-minute interval and the HFTs’ same-stock weekly average volume

participation. We average excess volume participation across stocks and HFTs using volume weights.

Source: SABRE and Bloomberg

(a) Spread Q Plot (b) Volatility Q Plot

In the multivariate analysis that follows we directly test some of the above hypotheses on the relationship
between HFT activity, volatility and spreads.

5.2 Multivariate Analysis

The multivariate analysis tests for contemporaneous causal effects of spread and volatility on HFT
activity. The fundamental problem that one encounters in such tests is endogeneity. When working in
clock time, even a short time interval will normally contain multiple trades and quote updates and for this
reason it is difficult to establish the direction of causality between HFT activity and measures of market
quality. One potential solution is to use appropriate instrumental variables, assuming these are available.
Given the autoregressive behaviour of both spread and volatility, we use lagged values of these variables as
instruments for current values. Unfortunately, we cannot instrument HFT activity in a similar fashion as
it exhibits almost zero serial correlation. This implies that the clock-time analysis only allows us to assess
the impact of spread and volatility on HFT behaviour.

Therefore, in terms of the notation previously introduced, we are testing hypotheses HA2, HB1 and
HAB4. Our (simple) empirical specification is:

HFTit = bSPREADit + cV OLit + uit, uit ∼ IID(0, σ2) (5)

where i indexes a stock and t indexes 15-second intervals. All variables are standardised to have a zero
daily mean and unit standard deviation which means there is no need for an intercept in our specification.
HFTit is the excess HFT trading volume (in %) on stock i at time interval t i.e., it is the time t percentage
of HFT volume participation in excess of the daily average. SPREADit is the excess prevailing spread
and V OLit is the excess volatility calculated as the sum of squared returns over time interval t. As before,
these returns are calculated using the prevailing quote mid-point so as to avoid capturing any jumps in
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prices caused by the bid-ask bounce. By standardising the variables around their daily means we are also
effectively controlling for stock-specific fixed effects.

An obvious concern is that the SPREAD and V OL variables may be endogenous: it is easy to imagine
HFT activity affecting both contemporaneous spreads and price volatility. For this reason, we instrument
these variables using lagged spread and volatility. Both of these variables are strongly autoregressive ren-
dering their lagged values good predictors of their current values. Furthermore, there is no conceivable way
in which current HFT activity could influence lagged spreads and volatility. We therefore estimate model
(5) via two-stage least squares (2SLS).

Table 5 shows the results of this estimation. Although spread is statistically significant (in the same
direction) for both groups of HFTs, it is not economically significant: a one standard deviation increase
in the spread relative to its daily mean causes HFT activity to drop by only about 0.05 to 0.06 standard
deviations. Nevertheless, for the “passive” HFTs hypothesis HA2 is confirmed in the data: a narrower
spread results in proportionally more trades for HFTs. This could be because the higher speed with which
the “passive” HFTs in our sample post quotes and trade gives them a comparative advantage when the
provision of liquidity is competitive. Alternatively, it could be because “passive” HFTs do more inventory
rebalancing when spreads are tight. The “aggressive” HFTs’ negative sensitivity to spread is likely because
it is much cheaper to trade via market orders when the spread is narrow (which supports hypothesis HB1).

The effect of volatility on HFT activity is larger: A one standard deviation increase in volatility causes
“passive” HFT activity to increase by 0.2 standard deviations and “aggressive” HFT activity to increase by
0.13 standard deviations. The positive reaction of “passive” HFTs to volatility is likely due to mechanical
reasons: controlling for the spread, a standing limit order is more likely to be executed when the fundamental
price of the stock (as captured by the quote midpoint) is more volatile. The “aggressive” group’s sensitivity
to volatility may be because they engage in trading strategies where the profit opportunities are greatest
when volatility is high. Overall, these results demonstrate that changes in short-term (i.e. 15-second)
volatility and spread have an impact on contemporaneous HFT behaviour.

Table 5: Multivariate analysis of HFT activity, spread and volatility

Dependent Variable: “Passive” “Aggressive”

HFTit (HFTs) (HFTs )

Independent Variables:

SPREADit -0.046 -0.064
(0.01) (0.04)

V OLit 0.206 0.126
(0.02) (0.08)

Notes: Estimation results of the HFT activity model (5) for the “passive” and “aggressive” groups of HFTs that we analyse,
over all four stocks and for the entire week in our sample. The “passive” HFTs are those with a below-median aggressiveness
ratio and the “aggressive” ones are those with an above-median aggressiveness ratio. HFTit is the aggregate activity of each
group of HFTs on stock i at time interval t. SPREADit and V OLit are the spread and volatility respectively of the same
stock and at the same time interval. All variables are standardised. Significance is established using the Newey-West (1987)
standard errors. p-values are in parentheses.

6 HFT activity and market quality in tick time

In the last section of the paper we use the Hasbrouck (1991a, 1991b and 1993) VAR framework to assess,
in tick time, the impact of the two groups of HFTs on two dimensions of market quality: price discovery and
volatility. These two concepts are related to each other as price discovery is essentially price volatility that
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occurs in response to information about fundamentals. However, trading can also lead to excess volatility
(or “noise”) that is unrelated to information about fundamentals. An informationally efficient market is
characterised by high levels of volatility associated with price discovery and low levels of excess volatility.
We are therefore interested in measuring the impact of HFTs on both price discovery and excess volatility.

We carry out our analysis using transaction reports exclusively from LSE. We do this because we want
to capture the tick-by-tick relationship between HFT activity and prices. Since UK exchanges and MTFs
are not directly linked to one another, prices and spreads are not simultaneously synchronised across venues.
This means that unless one concentrates on a single order book, any estimates of the relationship between
HFT activity and market conditions, in tick time, will be noisy. We therefore do our analysis using LSE
data since this is the largest venue by trading volume.

We start by estimating the “long-term” price impact of the “aggressive” (i.e. liquidity consuming) trades
of the two groups of HFTs and of the rest of the traders. The price impact is a measure of the information
content of the trades of each group and, as such, will give us an idea of the relative contribution of each
group to price discovery. However, it does not allow us to assess the overall, absolute contribution of each
trader category to price discovery and noise. For this reason, we use the Hasbrouck (1991b and 1993)
framework and estimate the contributions of the two groups of HFTs and of the rest of the traders to the
efficient and noisy components of stock price innovations. This allows us to assess how much each trader
category contributes to overall price discovery and noise.

Potential biases due to the partial SABRE coverage

As we mentioned in Section 2, although SABRE includes several large HFTs, it does not include all
HFTs active in the UK equity market. This means that when drawing comparisons between the two
groups of HFTs and all other traders (labeled “Others”), our results are likely to be biased because the
“Others” category will include any HFTs not covered by SABRE. To the extent however that these HFTs
have a similar impact to the ones we analyse, this bias will understate the differences between HFTs and
non-HFTs. In other words, in the absence of the bias, any differences between the HFTs and the rest of
non-HFT traders, would have been even more pronounced.

6.1 The VAR model and HFT price impact

We measure the information content of a trade by calculating its permanent price impact via an impulse
response function. For that, we estimate, in tick time, a Hasbrouck (1991a)-inspired VAR model of trans-
actions and returns. We estimate the model separately for each stock and for the entire time span of our
sample. Using 10 lags, the VAR specification is:

rt =
10∑

i=1

αirt−i +
10∑

i=0

βiq
“Pass.” HFTs
t−i +

10∑
i=0

γiq
“Aggr.” HFTs
t−i +

10∑
i=0

δiq
Others
t−i + ε1t (6)

q“Pass.” HFTs
t =

10∑
i=1

µirt−i +
10∑

i=1

νiq
“Pass.” HFTs
t−i +

10∑
i=1

ξiq
“Aggr.” HFTs
t−i +

10∑
i=1

ζiq
Others
t−i + ε2t

q“Aggr.” HFTs
t =

10∑
i=1

κirt−i +
10∑

i=1

λiq
“Pass.” HFTs
t−i +

10∑
i=1

πiq
“Aggr.” HFTs
t−i +

10∑
i=1

ρiq
Others
t−i + ε3t

qOthers
t =

10∑
i=1

φirt−i +
10∑

i=1

χiq
“Pass.” HFTs
t−i +

10∑
i=1

ψiq
“Aggr.” HFTs
t−i +

10∑
i=1

ωiq
Others
t−i + ε4t

where t gets updated whenever there is either a transaction or a quote update, rt is the mid-quote return
calculated from one event to the next and qj

t takes the values −1, 0,+1 depending whether a member of
trader category j sells aggressively, does not trade at all, or buys aggressively. By updating time this way,
we always have a quote update when there is a transaction but not the other way around. That is, there
can be a quote update without a contemporaneous transaction.
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Apart from the return equation, the model features a transaction equation for each of the two groups of
HFTs and one for all other traders. In this sense, our approach is similar to that of Barclay et al (2003),
Chaboud et al (2011) and Hendershott and Riordan (2011). Transaction variables can contemporaneously
influence the return variable but not vice versa. This implies that causality runs contemporaneously only
from trades to quote revisions. This is true in an electronic order book since a market order of sufficient
size can exceed the depth of the best available quote and thereby contemporaneously change the prevailing
best quote.22 Also, the model does not allow trades of the various groups to contemporaneously influence
each other.23 This is because we only examine transactions resulting from orders submitted to a single
order book. A contemporaneous relationship between transactions is possible only if traders can divert
their orders in multiple venues all of which are fully integrated.24

We estimate the VAR model for the entire week appropriately adjusting for end-of-day effects.25 The
error terms satisfy: E[εitεis] = E[εitεjs] = 0 for i 6= j and s < t. Although the inclusion of contemporaneous
terms in the return equation implies that E[ε1tε2t] = E[ε1tε3t] = E[ε1tε4t] = 0, the error terms of the
transaction equations are contemporaneously correlated with one another because, at each tick, only one
of the three transaction variables can be non-zero.26 This means that E[εε′] = Σ, where ε is the error term
vector and Σ has non-diagonal elements.

After estimating this model, we invert the lag polynomials and apply a Choleski decomposition on matrix
Σ in order to obtain a vector moving average (VMA) form with orthogonal errors:27

rt
q“Pass.” HFTs
t

q“Aggr.” HFTs
t

qOthers
t

 =


a(L) b(L) c(L) d(L)
e(L) f(L) g(L) h(L)
i(L) j(L) k(L) l(L)
m(L) n(L) o(L) p(L)



e1t

e2t

e3t

e4t

 (7)

where each of a(L) to p(L) is an infinite order lag polynomial of the form: a(L) =
∑∞

i=0 aiL
i and

E[ee′] = I.
In this setup, the 50-period impulse response functions of the “passive” HFT group, the “aggressive”

HFT group and the other traders are given by
∑50

i=0 b̂i,
∑50

i=0 ĉi and
∑50

i=0 d̂i respectively.28 These sums are
equal to the average aggregate price change, over 50 lags, following a single trade by each type of trader.29

Since the variance of the transformed error terms in the VMA model is unity, the impulse response
functions capture both the impact on prices of a given trade as well as the actual number of trades executed.

In Figure 3 we plot the average (across stocks) impulse response functions of the three groups of traders.
The confidence bands are at 95% and are calculated for each stock using bootstrap. The “aggressive” HFTs
in our sample have a larger long-term price impact than “passive” HFTs (1.2 bps versus 0.5 bps). This
implies that their collective trades contribute more to price discovery than those of the “passive” HFTs.
However this larger contribution to information by the “aggressive” HFTs is roughly proportional to their
larger aggressively executed trading volume30, suggesting that “aggressive” HFTs’ individual trades are not
more informative than those of the “passive” HFTs’. The rest of the traders have a much larger price impact
due to their larger share of aggressively traded volume. On a per-share-traded basis however, “aggressive”
and “passive” HFTs have a much larger price impact than the rest of the traders: Whereas HFTs initiate

22Although Hasbrouck (1991a) also assumes that transactions contemporaneously influence quotes, this happens in his
paper for a different reason: The quotes are set by specialists who condition them on the incoming order flow. This creates a
contemporaneous causal link from transactions to quotes.

23Nevertheless, our results are not sensitive to this assumption. As a robustness check we also estimate the VAR model
assuming different causal orderings between the trades of the various groups and find no material differences.

24See for example Barclay et al (2003) who examine the choice of routing orders via ECNs versus Nasdaq market makers.
25The first 10 observations of each day are used as independent variables for the 11th observation but not as dependent

variables themselves.
26Whenever there is a quote update, all three transaction variables are zero.
27If A(L)xt = εt is the original VAR model and xt = B(L)εt is the moving average form with non-orthogonal errors, then

the moving average form with orthogonal errors is xt = C(L)et = B(L)Q−1et where Q satisfies: Q−1Q−1′
= Σ and also

C(0) = B(0)Q−1 is upper-triangular.
28It is worth noting that the impulse response function does not only capture the direct effect on prices of a trade by a given

group but also the indirect effect of the trades of the other groups which occur in response to the original trade.
29For robustness, we also estimate impulse response functions over 100 lags. These results are similar to the numbers we

report.
309.18% vs. 3.53%. See Table 2, Panel A
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12.7% of all trading volume, their collective price impact is about 40% of the total price impact by all trader
categories.

Figure 3: Average, across stocks, 50-step impulse response functions measured in bps for the “passive”

HFTs (green line), the “aggressive” HFTs (red line) and all other traders (blue line). The “passive”

HFTs are those with a below-median aggressiveness ratio and the “aggressive” ones are those with

an above-median aggressiveness ratio. We calculate the impulse response functions using LSE trades

and quote updates. We first estimate the VAR model (6) for each stock and for the entire week-long

time horizon of our sample. Then we convert it into the vector moving average form (7). The IRFs

equal the sums of the estimated coefficients of the first 50 lags in the VMA model:
∑50

i=0 b̂i,
∑50

i=0 ĉi

and
∑50

i=0 d̂i. We do 1,000 bootstrap iterations to calculate 95% confidence bands for the impulse

response functions of each stock.

6.2 HFT contribution to information

We next utilise the variance decomposition method suggested by Hasbrouck (1991b) to assess the overall
fraction of information and noise that the two HFT groups contribute through their trades. A trader can
theoretically contribute both to information and to noise: think, for example, of an HFT, half of whose
trades are informed with the rest being used to calibrate her inventory levels. We also examine how
that contribution compares with the information and noise contributions of all other traders and to the
information or noise arriving independently of trades.

The Hasbrouck (1991b) framework is suitable for such an exercise as it adds some structure to the price
process by assuming that the observed price has a non-transitory (random walk) component that reflects the
efficient price, and a transitory (stationary) component that reflects the residual noise. Thus, the observed
price (i.e. the prevailing quote midpoint) is given by:

pt = p∗t + st (8)

where the efficient price p∗t is a random walk:

p∗t = p∗t−1 + vt, vt ∼ iid(0, σ2
v) (9)
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and the residual noise is assumed to have no long-term impact on prices, i.e. limh→∞Et[st+h] = 0. In
other words, the efficient price and the noise are both defined in a statistical sense. Assuming that the
efficient price follows a random walk, any stationary deviations from a random walk behaviour are classified
as “noise”. Given the above, the observed price innovation is then equal to:

rt = pt − pt−1 = ∆p∗t + ∆st (10)

where ∆p∗t is the permanent price effect due to information and ∆st is the transitory effect due to noise.
Using the VAR framework in equations (6) and (7), the permanent price effect is given by:

∆p∗t =
( ∞∑

i=0

ai

)
e1t +

( ∞∑
i=0

bi
)
e2t +

( ∞∑
i=0

ci
)
e3t +

( ∞∑
i=0

di

)
e4t (11)

Since the VMA model errors are spherical with unit variance, the variance of the permanent price impact
is:

σ2
v =

( ∞∑
i=0

ai

)2

+
( ∞∑

i=0

bi

)2

+
( ∞∑

i=0

ci

)2

+
( ∞∑

i=0

di

)2

(12)

The first term in the above sum represents the contribution to the efficient price innovation from public
information and the rest of the terms represent the contributions from private information by the “passive”
and “aggressive” HFTs and all other traders respectively.31

In Table 6 we report these contributions as a fraction of the total variance, i.e. we report the ratios:( ∑50
i=0 âi

)2

σ̂2
v

,

( ∑50
i=0 b̂i

)2

σ̂2
v

,

( ∑50
i=0 ĉi

)2

σ̂2
v

,

( ∑50
i=0 d̂i

)2

σ̂2
v

(13)

where σ̂2
v has also been estimated using 50 lags. The variance decomposition results show that across the four

stocks of our sample “aggressive” HFTs contribute on average about 30% of the total information versus
20% for “passive” HFTs and about 33% for all other traders. The difference between “aggressive” and
“passive” HFTs is primarily driven by stocks X and Y where the “aggressive” group makes a significantly
larger (in the statistical sense) contribution to information than the “passive” group.32 Public, non-trade
related information accounts for about 17% of the efficient price variance. As expected, public information
makes the largest relative contribution for stocks X and Z, the stocks with the largest market capitalisation
and trading volumes (see Table 1): large companies generate more news as they are more frequently on the
spotlight and they are followed more closely by the financial press.

Overall, these results are consistent with the ordering suggested by the impulse response functions and
show that there are instances (e.g. stocks W and Z) where HFTs collectively contribute a large amount of
information which is, in the statistical sense, significantly larger than that of the rest of the traders. They
also hint to the fact that HFTs make a substantial contribution to price discovery in relative terms: while
the HFTs in our sample participate in about 27% of the total traded volume and initiate about 13% of it,
they collectively contribute more than half of the total private information that is impounded in prices via
trades. However, to assess their overall informational efficiency, one needs to compare their contribution to
price discovery with their contribution to noise. We do this next.

31The term “private information” is used here to describe the ability of traders to quickly and accurately process public
information and subsequently make informed trades. In the same fashion, “public information” is any information in the
public domain that requires little or no further processing to inform a trade (e.g. an earnings announcement). As such, “public
information” is reflected in prices primarily via quote updates.

32“Passive” HFTs contribute less information to stock X as their overall aggressiveness in that stock is low (exact numbers
not reported). This in turn is likely because “passive” HFTs in stock X execute a larger fraction of their standing limit orders,
owing to the stock’s large trading volume.
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6.3 HFT contribution to noise

Here we assess the contribution of HFTs to noise, i.e. the transitory (and stationary) component of the
efficient price. The goal is to measure the contributions of each type of trader to the variance of noise, σs.
The structure imposed by equations (8), (9), (10) and (11) is still valid and the only additional assumption
is that noise is a moving average (MA) process of the residuals of the VMA form, as in Hasbrouck (1993):

st =
∞∑

i=0

α̃ie1t−i +
∞∑

i=0

β̃ie2t−i +
∞∑

i=0

γ̃ie3t−i +
∞∑

i=0

δ̃ie4t−i (14)

Although Hasbrouck (1993) uses actual transaction prices to calculate the returns rt and to estimate
σs, here we calculate returns using the quote midpoint. We do this because we do not want the bid-ask
bounce to affect our noise estimates. Instead, we want to focus on the effect of HFT on the efficiency of the
mid-quote.33

From the expression of returns rt in the VMA model and equations (10), (11) and (14) it then follows
that the noise process parameters are equal to:

α̃j = −
∞∑

k=j+1

ak, β̃j = −
∞∑

k=j+1

bk, γ̃j = −
∞∑

k=j+1

ck, δ̃j = −
∞∑

k=j+1

dk (15)

The variance of the noise is then given by:

σ2
s =

∞∑
i=0

(
α̃2

i + β̃2
i + γ̃2

i + δ̃2i
)

(16)

Because of the way this model is identified, this estimate is a lower bound for σs and therefore the results
should be interpreted as such.34 The estimated contributions to this variance (using 50 lags) by the various
groups of traders are: ∑50

i=0
ˆ̃α2

i

σ̂2
s

,

∑50
i=0

ˆ̃
β2

i

σ̂2
s

∑50
i=0

ˆ̃γ2
i

σ̂2
s

,

∑50
i=0

ˆ̃
δ2i

σ̂2
s

(17)

where σ̂2
s is also estimated using 50 lags. The first ratio captures the contribution to noise by sources other

than trading, which we term “public noise”.35 The rest of these ratios capture the contributions to noise
by the “aggressive” group of HFTs, the “passive” group of HFTs and the rest of the traders respectively.

Table 7 shows the contributions to the noisy price innovations of each trader group. The first thing to
notice is that “aggressive” and “passive” HFTs collectively contribute roughly 45% of the noise variance
across all four stocks, although they initiate about 13% of the total trading volume in our sample. This is
comparable to their overall contribution to price discovery of about 50% (see Table 6). Furthermore, there
are instances where HFTs contribute significantly more noise than the rest of the traders. This is the case
for stocks W and Z which are the stocks for which HFTs were also found to be contributing significantly
more information. For stock X, HFTs contribute less noise than the rest of the traders but this is driven
by the very low participation (and consequently low noise contribution) by the “passive” HFTs. Similar
to their information contribution, the “aggressive” group contributes significantly more to noise than the
“passive” one for stocks X and Y. It thus appears that the more HFTs trade aggressively the more they
contribute to both price discovery and excess volatility.

It is not immediately clear why HFTs are large contributors to noise. However, several explanations
come to mind: One is that HFTs end the day with relatively flat positions: If informed trading causes

33However, as a robustness check we also calculate the contributions to noise of each trader group using transaction prices.
These calculations show a proportionally larger noise contribution by the two groups of HFTs and a smaller noise contribution
by the rest of the traders. Therefore, the results we report are conservative as far as the HFT contribution to noise is concerned.
The transaction price results are available upon request.

34See Hasbrouck (1993) for a discussion of the alternative identification strategies and their properties.
35This includes changes to the prevailing quote that may happen, absent a trade, as a response to news arriving at the

market. The quote change will constitute noise to the extent it is disproportionate to the news.
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an HFT to build up a position during the day, the HFT will have to unload this position by the end
of the day. To the extent that there is no profitable way to do so, the HFT may be forced to make a
series of “uninformed” trades to simply bring her position back to her target inventory levels. This could
mean that inherent in the typical HFT strategy of carrying no positions overnight is the creation of noise.
Alternatively, HFTs (especially the “aggressive” ones) may be employing trading strategies that rapidly
process any signals that HFTs receive and trade accordingly. It could then be that owing to the speed at
which they react, HFTs may be making errors in interpreting these signals or that the signals themselves
are uninformative. Unfortunately, we cannot empirically disentangle these hypotheses.

Given the increased contribution of HFTs to both information and noise, it is important to make
an overall assessment of their informational efficiency. In Table 8 we compare the overall informational
efficiency of the various trader groups, by looking at the relative contributions of information and noise
(i.e. the Information-to-Noise ratio) for each stock. It turns out that for all stocks HFTs are, as a group,
about 30% informationally more efficient than the rest of the traders: The ratio of information-to-noise
contributions is 1.13 for all HFTs, and 0.86 for all other traders, with the differences in this ratio being
statistically significant for stocks Y and Z.

These results suggest that there are instances where HFTs’ trades are, overall, informationally more
efficient, in the sense that they contribute more information than noise. The previous tables suggest however
that this is happening because HFTs amplify (or scale up) both the beneficial and detrimental components
of price volatility: The overall improvement in price discovery that HFTs bring about comes part and parcel
with a large amount of excess volatility.

The small cross-section of our sample means that we cannot generalise these results. However, our paper
does establish that there are instances where HFT contributes significantly to both price discovery and noise.
It is unclear what are the overall welfare implications of high-frequency trading in these instances. This will
likely depend on the marginal utility and disutility of information and noise respectively. In other words, on
how much additional noise we are willing to tolerate at some times for the benefit of more informed trading
at others.

7 Summary and Conclusions

We utilise high-frequency transactions data from the UK equity markets to study the intraday HFT
behaviour and its impact on market quality. Our sample covers four FTSE 100 stocks and one week of
trading. While the small cross-section of our sample does not allow us to draw conclusions about the
overall impact of HFT on market quality, it does allow us to demonstrate the potential impact of HFT
at certain instances. The stocks in the sample are relatively diverse in terms of market capitalisation and
traded volumes and the particular, randomly selected, week is not uncommon when compared with the
other weeks of the same year. The fact that we observe trader identities allows us to study the behaviour
of particular types of HFTs and thus disaggregate HFT behaviour.

We find that HFTs exhibit variability in their trading strategies which translates into differences in
terms of trading speed, liquidity provision, price discovery and impact on short-term, excess volatility.
More specifically, we analyse the behaviour of two groups of HFTs which differ in terms of their liquidity
provision: one (labeled “passive”) consists of those HFTs that mostly supply liquidity while the other
(labeled “aggressive”) consists of HFTs who mostly consume it. In terms of trading behaviour, we find that
the “passive” HFTs alternate their trading direction from one second to the next and that their trading
is price-neutral. On the contrary, the “aggressive” HFTs’ position changes are trending and they tend to
trade with the previous 10-second price trend. Given the need to maintain a balanced overall position,
“aggressive” HFTs’ trading is more sensitive in the long run to their inventory levels.

We find that both groups of HFTs increase their relative trading activity when volatility is higher and
when the spread is tight. We articulate several explanations as to why this may be so. In terms of their
impact on market quality, we show that there are instances where HFTs contribute significantly more to
both price discovery and to noise than the rest of the traders. Furthermore, there are instances where
“aggressive” HFTs are leading the “passive” ones in both information and noise contribution. In all of these
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cases, HFTs’ trading is, overall, informationally more efficient than that of the rest of the traders in the
sense that they have a higher ratio of information to noise contribution. Nevertheless, the overall welfare
implications of HFT are unclear; these will depend on how the marginal benefit of information at some
times compares with the marginal cost of excess volatility at other times, including in periods of market
stress. They will also depend on the propensity for errors in the operation of HFTs’ algorithmic trading to
cause harmful disturbances of the type experienced in the “Flash Crash” of 6 May 2010. However, these
issues are beyond the scope of this paper.

22
 

 Working Paper No. 469 December 2012 

 



Appendix 1: Filters applied on the SABRE data set

This appendix describes the procedure we follow in order to filter the raw SABRE transactions data.
We first drop all transactions for which the reported venue in the SABRE reporting form is “XOFF”.
These are off-exchange reported OTC transactions. We then drop any transactions that were not re-
ported on one of the four exchanges: LSE (“XLON”), Chi-X (“CHI-X”), BATS (“BATE”) and Turquoise
(“TRQX”). We do this in order to eliminate trades that were conducted in quote-driven markets (such
as X-Plus), systematic internalisers (such as Nomura) and dark pools (such as Sigma-X). We next drop
all transactions for which the reported venue is one of the above four exchanges (e.g. “XLON”) but for
which the BIC (Business Identification Code) of the clearing house is not reported as a counterparty in
the “counterparty1” field. These are on-exchange reported but off-the-order book executed OTC trans-
actions. In particular, we drop all transactions which do not have one of the following clearing house
identifiers in the SABRE form “counterparty1” field: “LCHLGB2EXXX” and “LCHLGB2LXXX” for
LCH, “EMCFNL2AXXX”, “EMCFNL21XXX”, “EMCFNL22XXX” and “EMCFNL2A” for EMCF, “EC-
CPGB22XXX”, “ECCPGB2LGLC” and “ECCPGB2LXXX” for EuroCCP and “CLRXCHZZXXX” for SIX
X Clear. We however retain transactions where the “counterparty1” field has erroneously been filled with
the name of an exchange instead of the BIC of the clearing house. These transactions have been executed
on an order book. The values in the “counterparty1” field for which the transactions are retained are:
“XLON:LSE”, “XLON:” “TRQX:null”, “CHIX:CHI-X” and “BATE”.

The next step is to remove from the data set those transactions that were executed on the dark pools
of BATS, Chi-X and Turquoise as well as any transactions on the limit order book that are the result of
“iceberg orders”36. Since SABRE does not have identifiers for these types of trades, we rely on Bloomberg
to exclude them from our sample. In particular, we match the SABRE transaction reports with their
Bloomberg counterparts (where the matching is based on time, price and trade size) and drop all SABRE
transactions whose matches are classified by Bloomberg as “dark” or “iceberg”. The Table below lists the
exact Bloomberg condition codes for which a trade is dropped. For LSE, we only retain those transactions
that were generated by the system through automatic execution (Bloomberg condition code “AT”). For
this exchange we are not able to remove trades resulting from iceberg orders, as Bloomberg condition codes
do not distinguish such trades.

Exchange Dark order Iceberg Order
Condition Code Condition Code

BATS UK BD DB, DS, DT
Chi-X CD DT

Turquoise UK DD DV

36Iceberg orders are limit orders that rest on the order book but which are partially or fully hidden.
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Appendix 2: Description and Implementation of the Lee-Ready
algorithm

To classify trades as buyer or seller-initiated, we apply the Lee-Ready (1991) algorithm. The algorithm
classifies a trade as buyer- (seller-) initiated if it is executed above (below) the midpoint of the bid and ask
quotes. The rationale is that a trade executed close to the bid (ask) price is more likely to be seller- (buyer-)
initiated. For the trades that lie on the bid-ask midpoint, the “tick test” is used for their classification. This
procedure classifies a midpoint trade as buyer-initiated if it is executed at a higher price than the previous
trade (i.e., if it is an “uptick”) and as seller-initiated if it is executed at a lower price (“downtick”). If the
previous trade is executed at the same price, the tick test looks at the next most recent trade until it reaches
a change in the trade price (“zero uptick” or “zero downtick”).

To implement the Lee-Ready algorithm, we go through the following steps:

1 Top of order book reconstruction: We first reconstruct the top of the order books for each of the four
exchanges that we consider: LSE, BATS, Chi-X and Turquoise. Since the quote data from Bloomberg
is reported in chronological order, the bid and ask quotes at a given time are set equal to the most
recently reported quotes. The table below illustrates this process.

Quote Top of book
ASK 5 –
BID 3 3-5
BID 2 2-5
ASK 4 2-4
ASK 6 2-6

2 Matching trades with quotes: The next step is to match transactions with same-second and same-
venue top of the book quotes. This is not straightforward because for each second there are usually
multiple top of the book quotes.37 To overcome this, we compare, for each time stamp, the transaction
price with a spread equal to the average of the actual spreads within the same time stamp.38 If the
transaction price equals the midpoint of the “average spread”, we apply the tick test and compare the
transaction price with the most recent different transaction price.

Finally, unlike in the US, UK (and European) exchanges are not directly connected to each other,
meaning that there is no single consolidated order book for any given stock. Instead, exchanges are
indirectly connected through firms that have multiple exchange memberships. For this reason, we
recreate the tops of all four exchange order books and match each transaction with the prevailing
quote of the venue in which it took place.

37For both SABRE and Bloomberg, time granularity is at one second. In the presence of high-frequency traders who can
post multiple quotes in a second, this level of granularity does not allow one to associate each trade and quote with a unique
time stamp.

38If for example, the top of the book quotes in the above table were reported in the same second, the average bid and ask
for that second would be 2.25 and 5 respectively.
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