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1 Introduction

A key part of the Monetary Policy Committee’s (MPC’s) policymaking process is the production

and publication of macroeconomic forecasts in its Inflation Report. In 2011, the Bank of Eng-

land introduced a new forecasting platform, which consists of a set of tools used by the staff

to help support the MPC’s discussions (Burgess, Fernandez-Corugedo, Groth, Harrison, Monti,

Theodoridis, and Waldron (2013)). Economic models form an important part of that toolkit and a

new DSGE model, the Central Organizing Model for Projection Analysis and Scenario Simulation

(COMPASS) was introduced at the centre of a suite of models to organise the production of the

MPC’s forecast. This paper investigates the forecast performance of COMPASS before, during

and after the financial crisis, both relative to the MPC’s judgemental forecasts and to a statis-

tical benchmark from the Bank of England’s Suite of Statistical Models, which combines fore-

casts from several econometric models (Kapetanios, Labhard, and Price (2008)). Since the MPC’s

judgemental forecasts are conditioned on a broader information set than these other models, we

pay particular attention to how additional, off-model information affects the accuracy of COM-

PASS’s forecasts.

In order to compare the model-based forecasts to the MPC’s judgemental forecasts, both

COMPASS and the Statistical Suite are re-estimated in each quarter between 2000Q1 and 2013Q1

using real-time data that only reflect information that was available at that point in time. This

real-time forecasting exercise makes use of an archive of MPC forecasts for inflation and GDP

growth and corresponding data vintages for a range of macroeconomic variables stored by the

Bank of England since 1997.1 Each model vintage is used to produce point and density forecasts

from COMPASS and the Statistical Suite that correspond to a set of Inflation Report forecasts.

Throughout the period under consideration, the MPC’s forecasts have been presented in so-

called ‘fan charts’, representing “the MPC’s best collective judgement about the most likely paths

for inflation and output and the uncertainties around those central projections.”2 These fan

charts provide us with judgemental point and density forecasts, whose accuracy we can assess

in the same way as the models’ forecasts.

Perhaps not surprisingly, across the sample as a whole, we find that there is no unambiguous

winner in the sense that none of the three forecasting methods produces more accurate forecasts

for both GDP and inflation at all horizons. At horizons of less than one year, the Inflation Report

point forecasts are the most accurate for both GDP growth and inflation. At longer horizons,

COMPASS has the most accurate inflation point forecasts and the Statistical Suite has the most

accurate GDP growth point forecasts. Comparing complete probability density forecasts, the

Inflation Report is the most accurate for both inflation and GDP at short horizons, but not further

out.

Not all of these differences are statistically significant; and forecast accuracy in itself is not the

only metric by which models should be assessed. The ultimate objective of the Bank’s forecast-

1The data archive link is: http://www.bankofengland.co.uk/research/Pages/workingpapers/2015/swp538.aspx.
2This text appeared in the foreword of each Inflation Report.
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ing platform is to support MPC discussions, and models can contribute to this by, for example,

elucidating economic mechanisms, providing scenario analysis, and estimating the state of the

economy (see Burgess et al. (2013), Section 2.2).

The evaluation period includes both the run-up to the financial crisis and its aftermath. This

was a period of huge macroeconomic volatility, including the deepest UK recession in the post-

war period, which followed an unusually tranquil phase of low and stable inflation, and consis-

tently positive GDP growth. Monetary policy responded with unprecedented stimulus: the MPC

cut Bank Rate to 0.5% and turned to unconventional policies like Quantitative Easing. Against

this backdrop, it is not surprising that many model-based and judgemental forecasts were unable

to forecast these developments more than one or two quarters ahead. This is true of the forecast

methods we consider in this paper. Figure 1 illustrates this, with none correctly predicting the

depth of the recession at the onset of the financial crisis, or the sluggish growth and resilient in-

flation that followed. This echoes the experience of other central banks and the wider literature

(e.g. Del Negro and Schorfheide (2012)).

Although all forecast methods perform badly after the financial crisis, the comparative drop

in accuracy of COMPASS’s GDP forecasts is particularly marked. We explore two possible ex-

planations in this paper. First, additional information not contained in the model, may help

produce better forecasts. For example, the Inflation Report predictions, unlike other methods,

incorporate timely data, and embody expert judgement. To test for this possibility, we augment

the set of observable variables on which COMPASS’s forecasts are conditioned to include a timely

short-run survey measure of GDP growth. Second, the financial crisis represented a large struc-

tural break, and these shifts can lead to serious forecast failure in some types of model. Trend

productivity growth in the standard version of COMPASS is calibrated using data from the twenty

year period up to the financial crisis. But as Barnett, Batten, Chiu, Franklin, and Sebastiá-Barriel

(2014) note, there was a striking decline in growth after the crisis, which could lead to persistent

forecast failure in a model not robust to such a shift.3 With this in mind, we also produce forecasts

from a version of COMPASS in which we allow the productivity growth trend to be time-varying.

Both additional information, and a time-varying productivity trend, help to produce more

accurate GDP growth forecasts after the crisis. Incorporating survey data on GDP growth leads

to a statistically significant improvement in forecast accuracy; and by conditioning on the Bank

staff’s short-term inflation projection for the first six months of the forecast, COMPASS produces

more accurate inflation forecasts up to a year ahead. Both of these results suggest that the ap-

plication of timely off-model information can materially improve forecasts from DSGE models,

particularly during times of macroeconomic volatility. Allowing the productivity trend to vary

over time does improve forecast accuracy, but the gain is small (and not significant) compared

to incorporating the GDP growth survey data.

Finally, we also assess how the application of the financial conditioning assumptions used

in the Inflation Report forecasts – that interest rates evolve in line with market expectations and

3Clements and Hendry (1998) discuss the robustness of models to breaks in long-run trends.
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that the exchange rate follows a path that is an average of that implied by a UIP condition and

that implied by a random walk – alters the accuracy of COMPASS’s forecasts. The result depends

crucially on the assumptions under which the conditioning paths are applied. In particular, if

the market interest rate expectations are assumed to contain information about the future state

of the economy, then conditioning COMPASS’s interest rate forecast to match them improves

the accuracy of the inflation forecasts at almost all horizons, and the GDP forecasts at shorter

horizons. If, on the other hand, market interest rate expectations are assumed to contain infor-

mation about the future stance of policy only, then the accuracy of COMPASS’s inflation and GDP

forecasts deteriorates at almost all horizons.

There is already an extensive literature that has assessed the forecasting performance of DSGE

models. The majority of the literature (Del Negro and Schorfheide (2012), Gürkaynak, Kisacikoglu,

and Rossi (2013), Edge and Gürkaynak (2011), Wolters (2013)) has investigated forecasts from

small-scale models, similar to Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters

(2003). There is, however, also some work for models of other central banks, including the

Swedish Riksbank (RAMSES; Iversen, Laseen, Lundvall, and Söderström (2013)); the ECB (New

Area Wide Model, Christoffel, Coenen, and Warne (2010)); and the Federal Reserve Board (EDO,

Edge, Kiley, and Laforte (2010)). These studies all differ in the comparator forecasts used to eval-

uate the DSGE model and in the construction of the data for estimation and evaluation. For ex-

ample, Edge and Gürkaynak (2011) use real-time data in their recursive re-estimation, whereas

Iversen et al. (2013) do not. In addition, there is substantial variation in the statistical meth-

ods used to evaluate the forecasting performance of the DSGE models. While all papers report

root mean squared forecast errors, only some perform statistical tests to assess if the forecasting

performance of alternative models is significantly different (Gürkaynak et al. (2013), Edge and

Gürkaynak (2011), Edge et al. (2010)). We formally test if the accuracy of alternative forecasts is

significantly different and we also investigate instabilities in forecast performance.

The remainder of this paper is organised as follows. Section 2 introduces COMPASS, the Sta-

tistical Suite and the Inflation Report forecasts. Section 3 describes the data we use for estimation

and forecast evaluation. Section 4 discusses the statistical methods used to evaluate alternative

forecasts. Section 5 reports results on the accuracy of alternative point and density forecasts.

Section 6 discusses how the forecast performance is affected by imposing alternative sets of con-

ditioning paths. Section 7 concludes.

2 Forecasting models and the Inflation Report

Each quarter, Bank of England staff produce an Inflation Report on behalf of the Monetary Policy

Committee containing, among other things, the MPC’s best collective judgement density fore-

casts for inflation and GDP growth. In 2011, the Bank of England introduced a new forecasting

platform to assist with the production of those Inflation Report forecasts (Burgess et al. (2013)).

This paper evaluates the performance of forecasts from two key models that form part of that
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platform with reference to the performance of the Inflation Report forecasts themselves, focus-

ing on the evaluation of an estimated DSGE model.

The new forecasting platform was designed with the aim of best supporting the process of

producing the MPC’s forecasts.4 Given the judgemental nature of those forecasts, this process

puts a premium on discussion of the economics of the forecast, rather than a desire to maximise

forecast accuracy of all of the models used. Reflecting that, the new platform is built around

a prototypical DSGE model, the Central Organizing Model for Projection Analysis and Scenario

Simulation (COMPASS), which is used by the staff as an organising device in the construction

of the MPC’s judgemental forecasts.5 Since it is built on economic theory, COMPASS can pro-

vide a structural interpretation and narrative around the MPC’s forecasts, which can make useful

contributions to staff discussions with the MPC. Of course, all models have relative strengths and

weaknesses,6 and COMPASS is no exception, so a key design feature of the forecasting platform is

that it recognises the importance of a suite of models. The suite contains a large number of differ-

ent models of varying types and classes, each with different purposes in mind.7 These produce

alternative forecasts to cross-check the MPC’s forecast. And, given the relative strengths and

weaknesses of COMPASS, a particularly important set of models in that class is the “Statistical

Suite of forecasting models”, which have been explicitly designed with forecasting performance

in mind. The rest of this section provides some brief background on COMPASS, the Statistical

Suite and the Inflation Report forecasts, which we evaluate in Section 5.

2.1 COMPASS

COMPASS is a medium to large-scale New Keynesian DSGE model built on the tradition of Smets

and Wouters (2003) and Christiano et al. (2005), and with similarities to antecedents at other

central banks. Like all models of its class, monetary policy can influence the paths of activity

and inflation in the short to medium term because prices are assumed to be sticky. The model

economy is populated by households, firms, a central bank, a government, and an exogenous

rest-of-the-world economy. Figure 2 summarises the interactions between those agents, where

boxes represent sectors and arrows illustrate the flow of goods and services between them. For

a detailed derivation and description of the model equations, we refer readers to Burgess et al.

(2013).

COMPASS is estimated with Bayesian maximum likelihood methods on UK data for 15 macro-

4See Burgess et al. (2013), Section 2 for a much fuller discussion.
5As its name suggests, COMPASS is also used as a laboratory to quantify the macroeconomic effects of various

shocks (scenario analysis) and alternative assumptions about policy (policy analysis) – see Section 7 of Burgess et al.
(2013) for examples.

6This is often framed in terms of misspecification. There are two related ways in which a model might be misspec-
ified. First, a model can be statistically misspecified if the assumptions underpinning it are violated by the data (e.g.
if residuals in an OLS regression are not iid). Second, a model can be economically misspecified (and all models are
simplifications of reality by definition) if it does not articulate an economic shock or transmission mechanism that is
of relevance given its use (e.g. COMPASS does not contain an energy sector and energy supply (or price) shocks drive
at least some of the variance of CPI inflation).

7See Burgess et al. (2013), Section 5 for discussion of the suite of models.
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economic time series8 using 18 shocks9. One of those shocks is a permanent labour augmented

productivity shock, which shifts the stochastic trend of the model, reflecting a statistical assump-

tion that GDP and the expenditure components of GDP are integrated of order one and cointe-

grated with each other. As discussed in Section 5.5, this shock has an important role to play in

shaping the forecast performance of COMPASS in the post-crisis period. The parameters of the

model are divided into two groups. The first group of parameters are calibrated. This group

predominantly comprises parameters that govern the steady state and trend properties of the

model (e.g. share of consumption in output; trend growth rate of productivity etc).10 The sec-

ond group of parameters are estimated using Bayesian maximum likelihood and mainly include

parameters that govern the model’s dynamics (e.g. cost of wage adjustment; degree of habit for-

mation in consumption etc). As part of the real-time forecasting exercise described in Section 3,

we re-estimate COMPASS recursively using real-time data following the same strategy described

in detail in Section 4.3 of Burgess et al. (2013).11

In doing so, we extend the estimation sample beyond 2007Q4, which was the end of the es-

timation sample used by Burgess et al. (2013). This poses additional challenges that were not

tackled in that paper. In particular, the MPC cut Bank Rate to its effective lower bound of 0.5%

and implemented a Quantitative Easing (QE) programme. Given that COMPASS does not artic-

ulate a role for QE, and the practical difficulties of properly taking into account an occasionally

binding constraint on interest rates like the zero lower bound, we use a ‘shadow’ measure of the

policy rate as the policy rate observable rather than Bank Rate as in Burgess et al. (2013).12 This

shadow measure augments Bank Rate to include an in-house estimate of the effect of QE.13

In order to investigate the importance of timely off-model information and trend specifica-

tion in determining the forecast performance of DSGE models, Section 5 evaluates three alterna-

tive versions of COMPASS against forecasts from the Statistical Suite and the Inflation Report :14

1. The Plain variant of COMPASS (COMPASSPLAIN ) has a structure described by Burgess et al.

(2013), but uses the shadow measure of the policy rate described above (which is only rele-

8These are: GDP, consumption, business investment, government expenditure, exports, imports, the export de-
flator, the import deflator, an index of average weekly earnings, seasonally adjusted consumer price inflation, Bank
Rate, the sterling effective exchange rate, total hours worked, an in-house measure of world trade, and an in-house
measure of world export prices.

9These are detailed in Appendix A.
10As described in Section 4.3 of Burgess et al. (2013), these parameters are typically calibrated to match sample

averages.
11In particular, we use the same prior distributions and an estimation sample beginning in 1993Q1 with data from

1987Q2 to 1992Q4 used as a training sample for the Kalman filter.
12The extended estimation period also covers several changes to VAT. We therefore measure CPI inflation excluding

the effects of these changes. Burgess et al. (2013) Section 8.2 describe how Bank staff estimate the effect of VAT changes
on inflation.

13The shadow rate is derived by computing a sequence of unanticipated monetary policy shocks to match the time
series for the estimated effect of QE on GDP using estimates from Joyce, Tong, and Woods (2011) – see also Section 8.4
of Burgess et al. (2013). The underlying assumption that underpins this approach is that QE is a close substitute as a
monetary policy instrument to Bank Rate such that the zero lower bound was not an effective constraint on monetary
policy over the period in question.

14The value of imposing other conditioning paths like a market measure of interest rate expectations is assessed in
Section 6.
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vant after 2009Q1) as the policy rate “observable”.

2. The version with Time-Varying-Trend (COMPASSTV T ) is based on the Plain variant, but

uses a productivity trend computed as a seven year moving average, to capture potential

shifts in the trend growth rate of the economy. This can be motivated in several ways. For

example, Comin and Gertler (2006) document that the the growth rates of developed coun-

tries tend to oscillate at medium-term frequencies between persistent periods of robust

growth and relative weakness. Allowing the productivity trend to change over time could

capture this phenomenon. Moroever, calculating trends over a rolling window is more ro-

bust to instabilities and structural breaks that are frequently encountered in macroeco-

nomic time series (and so this is very much in the spirit of the estimation of the Statistical

Suite described below). The choice of the productivity trend for the rolling calculation can

be motivated by the extraordinary productivity outturns observed since the crisis (see, e.g.

Barnett et al. (2014)).15

3. The Survey-augmented version (COMPASSGDP
e
) adds a survey measure of one-year ahead

growth expectations to the set of observables used to identify the state in the Plain model.16

Because COMPASSPLAIN contains more shocks than observables17, this does not require

adding new shocks to the model. COMPASSGDP
e

uses the parameter estimates from

COMPASSPLAIN .18 Note that as discussed in Section 3.1, we estimate COMPASS using in-

formation up to and including the quarter before the forecast origin. Consistent with that,

it is the model’s three quarter ahead forecast of GDP growth that coincides with the lagged

one-year ahead survey expectations measure.

2.2 Statistical Suite

The Bank’s Suite of Statistical Forecasting Models offers a benchmark against which the COM-

PASS forecasts can be compared. This Suite comprises a range of statistical models that are de-

signed specifically to produce forecasts of inflation and GDP growth. As such, they do not have a

particular economic structure in the way that COMPASS does, and instead they estimate a set of

‘reduced-form’ relationships between macroeconomic variables.

The Suite therefore has the value of being ‘judgement free’. It is not constrained by any the-

oretical restrictions, unlike COMPASS; and it does not incorporate expert judgement from the

MPC, unlike the Inflation Report forecasts. Furthermore, the forecasts are not conditioned on

any path for the exchange rate or monetary policy.

15As such, there is a question of whether or not this would have been something that would reasonably have been
implemented in real time.

16This survey measure is taken from a quarterly survey of external forecasters’ one, two and three year ahead ex-
pectations for a small number of macroeconomic variables that appears in each Inflation Report.

17See Burgess et al. (2013, Section 4.3.2) for a discussion.
18That is, we do not re-estimate the model with the additional observable. While this would be desirable in princi-

ple, we choose not to given the cost of the real-time estimation.
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It includes both univariate and multivariate forecasting methods. The set of univariate mod-

els includes random walk, autoregressive and smooth-transition models. Among the multivari-

ate models are VARs, Bayesian VARs and data-rich methods such as factor models. The models

have fixed parameters, so that they do not vary over time, but all are estimated over a seven year

rolling window. This provides a degree of robustness to structural change. The forecasts ob-

tained from individual models are then averaged to produce combined point and density fore-

casts, using weights based on each model’s predictive likelihood. Further details of the models

are provided in Appendix C.

In addition to presentational advantages, there are good practical grounds for model aver-

aging. By combining many misspecified models each incorporating information from different

variables, model averaging usually outperforms forecasts from individual models (Aiolfi, Capis-

tran, and Timmermann (2010)). In addition, an important reason for poor forecast performance

is the presence of structural breaks (Clements and Hendry (1998)). Because not all models nec-

essarily fail at the same time, averaging can be robust to such breaks.

2.3 Inflation Report

Since monetary policy independence in 1997, the Bank’s quarterly Inflation Report has commu-

nicated the MPC’s assessment of the economic outlook. As part of that assessment, the MPC

produce ‘fan charts’, which represent their best collective judgement about the most likely paths

for inflation and GDP growth and the uncertainty surrounding them.19 These fan charts pro-

vide us with a sequence of real-time judgemental density forecasts for inflation and GDP growth

against which we can compare the model-based forecasts.

In making this comparison two points stand out. First, by convention the Inflation Report

forecasts take as given the paths of several several variables, including the government’s an-

nounced fiscal plans, and a particular path for monetary policy.20 Under the assumption that

the forecasts we evaluate are ‘primitives’, the statistical techniques we use are valid, but the issue

should be borne in mind when comparing the Inflation Report forecasts with the unconditional

model-based forecasts.21 In Section 6, we explore the impact of applying the same conditioning

information to the DSGE model’s forecasts. Secondly, there is no mechanical link between the

model forecasts described in this paper (or any other model forecast) and the Inflation Report

projections. Models are used by the staff to aid the deliberations of the MPC, but the final pub-

lished forecast represents the Committee’s best collective judgement. The forecast performance

of one does not therefore determine that of the other.
19Technically speaking, the density forecasts are constructed from two separate two-part normal distributions in

which the MPC decide the mean, variance and skew.
20Since August 2004, the headline Inflation Report projections have been conditioned on market expectations for

interest rates out to a three year horizon. Prior to that, the headline projections were conditioned on constant rates
with market-rate conditioned projections published alongside.

21The comparison would be unaffected by this issue if the conditioning assumptions on which the Inflation Report
forecasts are made had no systematic impact on the judgemental projections that were published.
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3 A real-time dataset for estimation and forecast evaluation

This section describes the real-time dataset used for estimation of the models and evaluation

of forecast accuracy. Throughout, our objective is to evaluate the models’ forecast accuracy us-

ing only information and data that were available at the time the corresponding Inflation Report

forecast was made.22 In addition, in order to make the lessons of this exercise practically appli-

cable, we also have the objective of estimating the models and constructing forecasts in a way

that is broadly consistent with their use in the Bank.

3.1 Estimation data

Our dataset is constructed from a set of real-time forecasts and associated datasets that have

been stored by the Bank of England since 1997.23 For most of the variables required to estimate

the two models, the real-time data can be taken directly from this database. For others, however,

there had been substantial definitional changes and/or the required series had not been stored

in the database over some of the forecast evaluation sample.24 In such cases, we manually re-

constructed series in a way that was consistent with our objective of using only information that

was available prior to each forecast origin.25

Our evaluation exercise covers the period 2000Q1-2013Q1. As discussed in Section 2, we re-

estimate COMPASS over this period using a recursive scheme with an estimation sample begin-

ning in 1993Q1. The Statistical Suite is re-estimated at each forecast origin using a rolling window

of seven years. This reflects the way in which both models are used in the Bank of England. Un-

der the assumption that all forecasts are ‘primitives’ (including the model-free Inflation Report

forecast), this difference in the estimation scheme does not invalidate the statistical methods we

use to evaluate forecast accuracy.

The Inflation Report enjoys a slight informational advantage over the alternative models, due

to differences in the timeliness of data. Whereas the Inflation Report uses data up to a few days

before its publication, both COMPASS and the Statistical Suite are estimated with a dataset con-

structed approximately one month ahead of each Report.26 Figure 3 illustrates the timing of data

22There are limits to the extent to which our exercise can be regarded as truly ‘real time’. For example, although the
dataset we use for recursive model estimation is a real-time dataset, the models themselves are not real time. The
content and implementation of both COMPASS, which was introduced in 2011, and the Statistical Suite, which was
introduced in 2005, have been influenced by developments in economic theory and econometrics that occurred after
the start of our forecast evaluation exercise.

23The variables required by COMPASS are similar to those required by previous organising models.
Prior to introducing COMPASS, the central organising model was the Bank of England Quarterly Model
(BEQM) (Harrison, Nikolov, Quinn, Scott, and Thomas (2005)), and prior to that, it was the Medium
Term Macroeconomic Model (MTMM) (Bank of England (2000)). Alongside the publication of this paper,
we have also published the full archive of real-time datasets that we constructed. This is available at
http://www.bankofengland.co.uk/research/Pages/workingpapers/2015/swp538.aspx.

24For example, the measure of wages used in BEQM was wages per head in the private sector, whereas they are
defined as a whole economy measure in COMPASS. This meant that we had to reconstruct a whole economy measure
using the private sector measure and a measure of public-sector wages that was part of the BEQM-based database.

25Details on the construction of the real-time dataset are available from the authors upon request.
26This is true for the February, May and November Inflation Reports. The time lag is around three weeks in the case
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releases in which earlier, ‘Benchmark’, data are compiled in preparation for the MPC’s first meet-

ing during a forecast round, with subsequent data releases being incorporated into the final pub-

lished forecast. In practice, alternative forecasts produced using COMPASS or the Statistical Suite

are based on the early data, so in order to mimic the real-life conditions in which the models are

used, we maintain this convention in our evaluation.

We also condition the real-time forecasts with “nowcasts”, or near-term forecasts, which are

based on Bank staff’s judgement and statistical models. For each Inflation Report, the nowcast

quarter is the one prior to the quarter in which publication occurs. For example, the nowcasting

quarter for the November 2014 Inflation Report was 2014Q3 (Figure 3). At Benchmark stage,

some data are available (e.g. financial market prices like the exchange rate), but others are not

(such as GDP). We fill in this “ragged edge” using the staff’s real-time nowcasts for the missing

variables (which are released for the first time between Benchmark and the Inflation Report). The

nowcasting quarter is treated slightly differently in the estimation of COMPASS and the Statistical

Suite, as the data used in the real-time estimation of COMPASS exclude the nowcasting quarter,

but the data used in the real-time estimation of the Statistical Suite do not. For example, in

using COMPASS to produce a forecast corresponding to the November 2012 Inflation Report,

we use real-time data between 1993Q1 and 2012Q2 to estimate COMPASS and real-time data

between 1999Q4 and 2012Q3 (incorporating nowcasts) to estimate the Statistical Suite (reflecting

the seven year rolling window). In order to ensure that the information sets used to produce the

forecasts are the same, we impose the nowcasts as judgement in the first quarter of forecasts

constructed with COMPASS (using all of COMPASS’s shocks in a “full inversion”).27

3.2 Forecast evaluation data

We evaluate the GDP growth forecasts of COMPASS, the Inflation Report and the Statistical Suite

against the data in the first Quarterly National Accounts that are published with a lag of about

three months. An alternative would have been to use the preliminary release that is available

with a lag of two months. In the forecast evaluation exercise of Del Negro and Schorfheide (2012),

these two approaches give very similar results.28

One complication in evaluating the inflation forecasts is that the MPC’s target measure of

inflation changed in December 2003 from the RPIX to the CPI series. So we use RPIX inflation

to evaluate the Inflation Report forecasts up to 2003Q4, and CPI inflation for forecasts after that

date. Consistent with the data used for estimation, we use CPI inflation to evaluate inflation

forecasts from the Statistical Suite and COMPASS.29

of the August Inflation Report.
27In Section 6 we also explore the impact of conditioning COMPASS’s forecasts on the staff’s short-term inflation

forecast, which is used in the construction of the MPC’s Inflation Report forecasts.
28Our results are robust to using the data vintage that was available in August 2013.
29In our evaluation, COMPASS forecasts CPI inflation excluding the impact of VAT changes; we therefore compare

these projections to an estimate of CPI inflation excluding VAT. This does not affect the conclusions of our evaluation.
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4 Statistical methods to evaluate forecast accuracy

Before describing the statistical tests, we first introduce some notation. At each forecast origin t,

we observe the data {ytj , xtj}sj=1, where s ≤ t, y is a vector of variables to be predicted and x is a

vector of additional variables that are included in the forecasting model. In our data it is typically

the case that s < t because many data are published with a lag. The dependence of yj and xj on

the forecast origin t reflects that this is a real-time forecasting exercise and that some data get

revised over time to incorporate new information or measurement methodologies.

We split the sample, which is of length T , into an in-sample period of length R and an out-

of-sample period of length P ; h is the forecast horizon. This leaves us with a sequence of out-of-

sample forecasts fromR+ h to T , to evaluate; or equivalently, we have P − h+ 1 forecasts.30 The

time point of the forecast origin is denoted t; the first origin is at point R, and the most recent is

at T − h.

Throughout the paper, the estimation error is captured under the null hypothesis which

means that we adopt the asymptotic framework of Giacomini and White (2006) to conduct infer-

ence. That framework is applicable if the parameters are estimated using a small rolling window

of observations. The Statistical Suite fits well in this framework as it is estimated over a rolling

window of 28 observations. Strictly speaking, this test is not directly applicable to the recursive

scheme used in the real-time re-estimation of COMPASS. However, under the assumption that

COMPASS (and Inflation Report) forecasts are ‘primitives,’ the estimation scheme should not

matter.31

A limitation of the statistical methods we use is that they do not take into account the real

time nature of our data. Depending on the properties of the data revisions, statistical tests to

evaluate forecast accuracy can have non-standard asymptotic properties (Clark and McCracken

(2013)). This question is left for future research.

4.1 Accuracy of point forecasts

The root mean squared forecast error (RMSFE) is a popular measure for accuracy of point fore-

casts. Under the assumption that the loss function is quadratic, the RMSFE at horizon h is given

by:

RMSFEh =

√√√√ 1

P − h+ 1

T−h∑
t=R

û2t+h (1)

where the forecast error ût+h at forecast origin t and forecast horizon h is defined as the difference

between the data and the mean forecast. It depends on both parameter estimates at forecast

origin t and the outturn of the variable being forecast.

30Since our evaluation period runs from 2000Q1 to 2013Q1, the out-of-sample window is 53 quarters; so there are
54− h forecasts (h steps ahead) to evaluate.

31In a simulation study, Clark and McCracken (2013) document that the Giacomini-White test works well for both
rolling and recursive schemes.

10
 

 
Staff Working Paper No. 538 July 2015 

 



To test if RMSFEs from alternative forecasts are significantly different, Diebold and Mariano

(1995) proposed the following test statistic:

DMh =
1√

P − h+ 1

T−h∑
t=R

û21,t+h − û22,t+h√
Σ̂

(2)

where Σ̂ is an estimate of the long-run variance. We use the Newey-West estimator where the

bandwidth is chosen optimally. Because of the slow rate of convergence of heteroskedasticity

and autocorrelation consistent covariance estimators, they can perform poorly in small samples

(Haan and Levin (1996)). To address this concern, Appendix B documents the small sample prop-

erties of the Diebold-Mariano test. We find that in sample sizes like ours, the Diebold-Mariano

test has correct size and acceptable power.

Under the null hypothesis H0 : E(û21,t+h − û22,t+h) = 0, DMh converges to a normal distri-

bution, provided that the loss difference is covariance stationary and has a constant mean and

variance.32

The Diebold-Mariano test is suitable to assess the unconditional relative predictive ability of

two alternative forecasting models. But it is also interesting to investigate if, for example, one

model predicts more accurately in times of high uncertainty while another model performs bet-

ter in normal times. To this objective, Giacomini and White (2006) propose the following regres-

sion model:

û21,t+h − û22,t+h = α+ βXt + et+h (3)

where Xt contains information that is known at the forecast origin t such as a constant, indi-

cators of economic activity or measures of global uncertainty. If Xt contains only a constant,

the Giacomini and White (2006) test is equal to the test of Diebold and Mariano (1995). Under

the null hypothesis H0 : α̂ + β̂E(X) = 0, two alternative point forecasts are equally accurate

conditional on Xt.

The test statistic of the conditional relative predictive ability test takes the form:

GWh = (P − h+ 1)Z
′
Σ̂−1Z (4)

where Z denotes the vector:(
1

P − h+ 1

T−h∑
t=R

(û21,t+h − û22,t+h),
1

P − h+ 1

T−h∑
t=R

(û21,t+h − û22,t+h)Xt

)′
(5)

and Σ̂ is an estimate of the long-run variance Σ = limP→∞ V ((P − h + 1)1/2Z). To estimate Σ,

we use a Newey-West estimator where the bandwidth is chosen optimally. Asymptotically, the

Giacomini-White test has a χ2(2) distribution.

32Non-stationary factors such as the global financial crisis that are common to both forecast errors vanish from the
loss difference.
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If H0 is rejected, then it is possible to predict which method has a lower h-step ahead loss

using current information. In that case, Giacomini and White (2006) propose a simple decision

rule: use the first model if the predicted loss is negative and the second model otherwise. More

formally, they propose to use the first model to forecast h steps ahead at time T if α̂ + β̂XT < 0.

However, this decision rule assumes that β is constant over time which is probably unrealistic in

unstable environments.

Recently, a large literature on statistical methods to evaluate forecast accuracy has emerged.

Important recent contributions include the development of statistical tests for the accuracy of

density forecasts (e.g. Corradi and Swanson (2006), Amisano and Giacomini (2007)) and forecast

evaluation under instabilities (e.g. Giacomini and Rossi (2010)). We now turn to describe these

in more detail.

4.2 Accuracy of density forecasts

While it is straightforward to compare a point forecast to the actual outcome, it is more difficult

to evaluate a complete density forecast. This is because we never observe the entire distribu-

tion, but rather, only one realisation from it. A popular approach to overcome this constraint is

to calculate how likely it would be under the forecast density to observe the realised value. For

example, inflation was 3.5% in 2012Q1 and the February 2012 Inflation Report predicted a 60%

chance of achieving this, or a lower inflation rate. This statistic is known as the Probability Inte-

gral Transform (PIT). Formally, for a random variable Yt+h and a forecast density constructed at

time t, the PIT for the realisation yt+h is:

zh,t =

∫ yt+h

−∞
ft(Yt+h)dYt+h; (6)

so the PIT is the probability under the forecast distribution of observing a value that is equal to

or less than the realised value.

If a set of forecast densities offers a good approximation to the true underlying density, then

the PITs should be evenly distributed over all the percentiles. The intuition is that we would

expect an outturn to occur as frequently in practice as the forecast predicted in theory. In a

“well calibrated” forecast density – one which correctly matches the underlying distribution – we

would expect to see PITs between 0 and 0.2, for example, in one-fifth of outturns. Put differently,

the marginal distribution of the PITs is uniform since:

P (F (Y ) ≤ z) = P (Y ≤ F−1(z))

= F (F−1(z))

= z (7)

Given the small sample of forecasts that we have available, tests of uniformity in the distribu-

tion of PITs {zs}Ts=1 are generally unsuitable. As Berkowitz (2001) notes, many non-parametric
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tests are notoriously data-intensive, suggesting the need for at least 1,000 observations for a

Kolmogorov-Smirnoff test of uniformity. We therefore follow the approach suggested by Berkowitz

(2001), in which we transform the PITs to create a new variable z∗t = Φ−1(zt), where Φ−1(·) is the

inverse of the standard normal CDF. This does not impose any distributional assumptions on the

underlying data, so, as Berkowitz (2001, p. 467) notes, “inaccuracies in the density forecast will

be preserved in the transformed data.” The relevant test is therefore that the transformed PITs

have zero mean, and unit variance, which would be the case under the null hypothesis that the

PITs themselves were uniformly distributed over the unit interval. We follow Berkowitz (2001) by

estimating an AR(1) model for z∗t , and perform a χ2(2)-distributed likelihood ratio test for zero

mean and unit variance in the z∗t s.

A related method to evaluate density forecasts is scoring rules. A scoring rule is a loss function

that takes the density forecast and the actual outcome as its arguments. We follow Alessandri and

Mumtaz (2013) and use the logarithmic scoring rule log f(y) where f is the density forecast and

y is the observed value of the variable in question. The logarithmic score takes a high value if the

forecast density assigns a high probability to the actual outturn.

We measure the accuracy of density forecasts over the out-of-sample period by the average

logarithmic score that is defined as:

1

P − h+ 1

T−h∑
t=R

log ft(yt+h) (8)

To test whether logarithmic scores from competing models are significantly different, we ap-

ply the (unweighted) likelihood ratio test of Amisano and Giacomini (2007).33 Under the null

hypothesis H0 : E(log f1,t(yt+h) − log(f2,t(yt+h)) = 0, the two density forecasts f1,t(.) and f2,t(.)

perform equally well. The dependence of the forecast densities on past data and on the estimated

parameters is suppressed. The test statistic is given by:

AGh =
1√

P − h+ 1

T−h∑
t=R

log f1,t(yt+h)− log f2,t(yt+h)√
Σ̂

(9)

where Σ̂ is an estimate of the long-run variance that is estimated in the same way as above.

Asymptotically, AGh is distributed as a N(0, 1) variable.

4.3 Forecast evaluation in the presence of instabilities

The Diebold-Mariano and logarithmic score tests assess relative forecast performance on aver-

age over the sample under consideration. But relative performance can change over time, as

certain events – such as the financial crisis – affect the predictive content of the variables be-

33A more general version of the Amisano-Giacomini test is developed in Giacomini and White (2006). In future
work, we could also consider a conditional version of the test by Amisano and Giacomini (2007) and a time-varying
version that is inspired by the fluctuation test.
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ing forecast. The fluctuation test of Giacomini and Rossi (2010) tests for predictive ability when

the predictive content is unstable over time, but changes in a smooth way. Technically, this is

achieved by using a kernel. For a rectangular kernel, the fluctuation test amounts to calculating

the Diebold-Mariano test over a rolling window of size m, where m is a user-defined bandwidth.

To test the null hypothesis that both models have equal predictive ability at each point in

time, or H0 : E(u21t − u22t) = 0 ∀ t, Giacomini and Rossi (2010) propose the fluctuation test

statistic:

FP,h = maxt|Ft,h| (10)

where:

Ft,h =
1√
m

t+m/2−1∑
j=t−m/2

log f1,t(yt+h)− log f2,t(yt+h)√
Σ̂

, t = R+
m

2
, ..., T − m

2
+ 1 (11)

Under the null hypothesis, the fluctuation test statistic converges to functionals of the Brownian

motion. Critical values can be obtained by simulation and are reported in Table 1 in Giacomini

and Rossi (2010). In addition to FP,h, the time series Ft,h itself can be investigated: if it crosses the

upper bound then the second model has superior forecasting performance, while the first model

is preferred if the lower bound is crossed.

5 Evaluation of point and density forecasts

5.1 Descriptive results

We start by graphically comparing the forecasts from the three alternative versions of COMPASS,

the Statistical Suite, and the Inflation Report against actual outcomes (Figures 4–8).

The inflation projections shown in the left-hand panels of each figure tend to be attracted to-

wards an underlying mean over each forecast horizon. For the Statistical Suite, this mean is sim-

ply the average rate of inflation over the sample period of seven years leading up to the forecast

origin. This explains why, as the actual inflation rate tended to rise over the evaluation window,

the suite inflation forecasts for one to two years ahead were progressively higher. In the case of

COMPASS variants, the path of inflation over the forecast horizon is partly driven by a natural

mean-reversion back to the inflation target of 2%. This is most evident in Figure 6a. But in this

larger model, the deviation of inflation from target is driven by factors that also drive other vari-

ables, such as GDP, away from their steady state growth rates. This partly explains why inflation

overshoots the target in the pre-crisis period, in the Plain and Time-Varying-Trend versions of

COMPASS, as shown in Figures 4a and 5a, since the forecast for GDP growth overshoots the trend,

as discussed below. There is no automatic mean-reversion of the Inflation Report forecasts, as

the projections reflected the MPC’s judgement about the impact of the state of the economy,

and monetary policy, at the time of the forecast. But while the Committee’s forecasts of inflation

proved to be quite accurate before the crisis, the post-crisis period saw systematic underpredic-
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tion.

All GDP growth forecasts overshoot the outturns at some point in the evaluation period. This

is particularly marked for the Plain variant of COMPASS in Figure 4b; its tendency to over-predict

growth is accentuated after the crisis, both in comparison to earlier performance and to the other

forecast methods considered in this paper. To understand why this happens, and draw out some

comparisons of the different forecast methods, we consider the role of two drivers. First, the

underlying long-run growth rate that underpins each forecast model; and secondly, additional

information and judgement that is incorporated into the Inflation Report projections, but which

is not necessarily incorporated into forecast models.

In all variants of COMPASS and the Statistical Suite, the speed with which GDP is forecast

to recover is affected by each model’s estimate of the long-run trend rate of growth. In purely

statistical models with an equilibrium growth rate (comprising most models in the suite), growth

will tend to revert towards the long-run equilibrium within a few quarters of the forecast origin.

In more structural models, such as COMPASS, the phenomenon of mean-reversion will still hold,

although the exact speed of convergence will depend on the nature of the underlying shocks at

the forecast origin.34 The accuracy of these GDP growth forecasts therefore depends on whether

the estimate of long-run growth is correct. In the Plain variant of COMPASS, trend growth is

calibrated using data over the fifteen years leading up to the financial crisis, and is not assumed

to have changed since then. Against a backdrop of sustained weakness over the past six years,

it is not surprising that the model would therefore significantly overpredict growth.35 Models

whose equilibrium growth rates can vary over time, are likely to be more robust to the kind of

shocks wrought by the financial crisis. Both the Statistical Suite and the variant of COMPASS

with a Time-Varying Trend, incorporate trends estimated over a seven-year period running up to

the forecast origin. This improves forecast performance, especially after the crisis, as can be seen

in Figures 7b and 5b respectively. With each successive forecast origin after 2008, the estimated

trend growth rate falls as the crisis begins to dominate the sample period, in turn pushing down

on the GDP growth forecasts. This result chimes with other papers in the literature that stress the

importance of correctly specifying trends for the estimation and empirical fit of DSGE models

(e.g. Ferroni (2011)).

There may also be reasons to believe that GDP growth will take longer – or shorter – to return

to its trend rate, than would normally be the case. This alludes to the role of expert judgement,

and additional information not normally incorporated into a forecast model, in forecasting. The

34Common to all models of its class, there are two types of mean reversion in COMPASS. First, all variables have
constant long-run growth rates. The long-run growth rate of GDP is set equal to the sample average in each recursively
estimated variant. Those sample averages tend to exceed the growth rates observed in the data after the crisis (and this
is something that the rolling productivity variant mitigates). Secondly, although COMPASS attributes a material part
of the fall in GDP over the crisis to a permanent productivity shock, the rest of the fall in GDP is identified as having
been driven by temporary shocks (and negative demand shocks, like a domestic risk premium shock, in particular).
These shocks unwind over the forecast and so there is some mean reversion built into the level of GDP in COMPASS,
as well as the growth rate. Section 5.5 discusses the shocks identified by COMPASS over the crisis period in a bit more
detail.

35Oulton and Sebastiá-Barriel (2013) suggest that, while the financial crisis may not have permanently reduced the
UK’s long-run growth rate, it has had a long-lasting effect on the level of GDP.
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Inflation Report forecasts in Figure 8b illustrate the former. In the immediate aftermath of the

crisis, the MPC predicted a rapid recovery in GDP growth rates, which failed to materialise. As

Hackworth, Radia, and Roberts (2013) note, this forecast failure broadly reflected three judge-

ments of the Committee that turned out to be wrong: world growth was unexpectedly weak;

credit supply was unexpectedly tight and uncertainty elevated; and import and energy costs were

unexpectedly high. These factors drove a wedge between the MPC’s anticipated return to trend

growth, and the actual path. But although in this instance, the additional information embodied

in these judgements led to worse forecasts, in general it could be beneficial. Figure 6b shows that

the variant of COMPASS incorporating survey expectations of GDP growth, produces better GDP

growth forecasts than the Plain version, particularly after the crisis. In this case, the additional

information leads COMPASS to appeal to a different mix of underlying shocks to explain the evo-

lution of the financial crisis, compared to the Plain variant. It finds that the data are explained

better by more persistent shocks – including a permanent shock to productivity – which depress

GDP growth for longer.

The broad point from this and the Inflation Report forecasts is therefore that a deeper under-

standing of the factors pushing GDP growth away from its equilibrium can sometimes be of help

when forecasting. This applies in particular to information that is relevant during the financial

crisis. Del Negro and Schorfheide (2012) demonstrate that a version of the Smets-Wouters model

modified to incorporate financial frictions, following Bernanke, Gertler, and Gilchrist (1999),

forecasts GDP growth more accurately during the financial crisis than the equivalent model with-

out these frictions. It is possible that the survey expectations measure we use is picking up some

of the same information as the measure of credit spreads used by Del Negro and Schorfheide

(2012) in their model. Moreover, they show that the model’s forecasting performance over the

crisis period can be improved still further, by conditioning the forecasts on the latest available

measure of spreads. This suggests that the forecast performance of the Survey-augmented vari-

ant of COMPASS could also be improved if we were to condition it on the contemporaneous sur-

vey expectation instead of the lagged measure.

5.2 Point forecast evaluation

To evaluate the point forecast accuracy of each of the alternative forecast methods, we use the

statistical methods described in Section 4.1. We compute the root mean squared forecast errors

(RMSFEs) for GDP growth and inflation at different horizons, and test for significant differences

in forecast accuracy between forecast methods. We then investigate whether these differences

were predictable given the information available at the time each forecast was made. In this sec-

tion, we concentrate on performance across the sample as a whole; Section 5.4 assesses whether

forecast performance changes over time.

The RMSFEs for all forecast methods are shown in Figures 9a and 9b for inflation and GDP

growth respectively. Looking first at the near-term forecasts (between three to five quarters
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ahead), the Inflation Report forecasts are more accurate than any model-based forecasts.36 Fur-

ther ahead the rankings reverse, in particular for inflation, where the RMSFE of Inflation Report

forecasts is highest of all methods. Echoing the discussion above about the benefits of incorpo-

rating additional information into projections, the forecasts from the Survey-augmented variant

of COMPASS are more accurate than the two alternative variants. But of all the differences in

forecast accuracy, only this last one is statistically significant, when tested using the method of

Diebold and Mariano (1995). As shown in Tables 1 and 2, the forecasts from the Plain and Time-

Varying-Trend versions of COMPASS are significantly less accurate over the sample than those of

the Inflation Report, Statistical Suite and Survey-augmented COMPASS at a one-year horizon.

Statistical significance notwithstanding, the finding that judgemental forecasts tend to per-

form better at short horizons and model-based forecasts better at longer horizons is consistent

with many papers in the literature. Del Negro and Schorfheide (2012) find that forecasts for infla-

tion and GDP growth from the Smets-Wouters model are more accurate than the Federal Reserve

Board staff’s judgemental Greenbook forecasts at horizons of three quarters or longer; Edge et al.

(2010) find the same result using the Federal Reserve Board model. Petrova (2013) finds that the

Smets and Wouters (2003) DSGE model applied to UK data, outperforms the Inflation Report in

forecasting inflation at some horizons. In contrast, Iversen et al. (2013) document that the Mon-

etary Policy Committee of the Riksbank tends to outperform forecasts obtained from their DSGE

model RAMSES or from a Bayesian vector auto-regression.

The Diebold-Mariano test assesses the unconditional relative predictive ability of two alter-

native forecasting models. But it is also interesting to investigate if the relative performance

varies conditional on information that was available at the forecast origin. Motivated by the

substantial tightening in credit conditions over the financial crisis and the volatility of oil prices

between 2007–2009, we test whether the investment-grade UK corporate bond spread and (Brent

crude) oil price growth can predict differences in forecasting accuracy among our methods at the

one and two year horizons. Tables 3–4 report Giacomini and White (2006) test statistics.37 We

find that both variables can predict loss differences for GDP growth one year ahead in several of

the comparisons.38 This suggests that, conditional on the credit spread, the Statistical Suite is

more accurate than both Plain and Time-Varying Trend versions of COMPASS, but not the vari-

ant incorporating the survey measure of GDP expectations. Given that COMPASS does not in-

clude financial frictions, one hypothesis for this is that these survey expectations, the Statistical

Suite and Inflation Report, implicitly incorporate information about credit conditions that is not

available to the Plain COMPASS model. Compared to GDP growth, forecasting loss differences in

inflation is more difficult (Tables 3 and 4).
36Model-based methods comprise all variants of COMPASS, and the Statistical Suite.
37Theoretically, rejection of the (unconditional) Diebold-Mariano test should imply rejection of the conditional test.

However, this is not what we always observe. As discussed by Giacomini and White (2006), the most likely explanation
for that are size distortions of the Diebold-Mariano test and sensitivity to the choice of the lag length.

38Although not reported here, house prices, the VIX and the sterling ERI can predict forecast accuracy differences
in GDP growth as well.
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5.3 Density forecast evaluation

Probability Integral Transforms (PITs) are a useful method to assess whether or not a density

forecast is consistent with the observed frequency of outturns. Figures 10 and 11 illustrate the

PITs for inflation and GDP growth respectively for all five of our forecasting methods. Each blue

dot shows the probability – under the forecast distribution – of observing an outturn equal to

or lower than the inflation or GDP growth rate that came to pass. The size of blue dots is pro-

portional to the frequency of observing a given probability score. If the density forecasts were

accurate, we would expect the dots to be roughly evenly spaced out between 0 and 1.

At shorter horizons, the Plain and Time-Varying-Trend versions of COMPASS tend to under-

predict inflation (Figure 10), as illustrated by the concentration of observations in the the upper

tail of the distribution. Furthermore, at short forecast horizons and for all COMPASS variants, too

many PITs are located in either the highest or lowest percentile buckets, indicating that they all

understate the uncertainty around the inflation forecast, and the same appears to be true of the

Statistical Suite. The one-quarter ahead inflation forecasts in the Inflation Report tend to show

the opposite problem, however, as they overstate the uncertainty around the point forecast. At

longer horizons, the inflation PITs for the Plain and Time-Varying-Trend versions of COMPASS,

and the Statistical Suite seem to be more evenly spaced between 0 and 1, while there is evidence

that the Survey-augmented COMPASS and the Inflation Report underpredict inflation.39

Figure 11 illustrates that GDP growth is overestimated by all five of our forecasting methods,

as there are very few outturns in the upper percentile buckets. It is also clear that the Survey-

augmented version of COMPASS produces the best GDP forecasts of all three variants. Overall,

at longer horizons the GDP density forecasts from the Statistical Suite appear to be the best cali-

brated with a more even spread of PITs between 0 and 1.

Assessing the PITs more formally, Table 7 reports the results of the Berkowitz (2001) test of

the transformed PITs. This is a χ2(2) test that the transformed PITs have a zero mean and unit

variance, and at both one and two year horizons, all forecast models fail this test. Unfortunately

the test does not distinguish between incorrect specification of the mean or the variance as the

source of failure. However, given the visual pattern identified above, it is likely to be the result of

a mis-specified forecast mean.

Scoring rules are a convenient way of summarising the information contained in a density

forecast in a single number. A higher score indicates that the forecast density tends to assign

a high probability to the realised outturns (Section 4.2). Figure 12 reports logarithmic scores at

different forecast horizons for the densities from each of our forecasting methods. We find that

the Inflation Report has relatively more accurate density forecasts for inflation and GDP growth

at shorter horizons, and the most accurate densities one quarter ahead. At a forecast horizon

of one year, the inflation density forecasts of the Statistical Suite are significantly more precise

than those of all other methods (Table 5). The inflation forecast density of Survey-augmented

39The difference in the inflation density forecast performance of COMPASSGDP
e

relative to COMPASSPLAIN re-
flects the difference in shock identification, as discussed in Section 5.1.
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COMPASS is very inaccurate at short horizons, but further out it is not far from the Statistical

Suite. For GDP growth, Survey-augmented COMPASS, the Inflation Report and the Statistical

Suite are more accurate than the other versions of COMPASS at near-term horizons. But only a

few of these differences in forecast accuracy are statistically significant at the one-year horizon

(Table 6).40 At longer horizons, the Statistical Suite forecasts are substantially worse than other

methods. This is largely due to the financial crisis period, during which some of the GDP growth

outturns were a long way into the lower tail of the Suite probability forecast. Given the nature

of the logarithmic transformation of these small probabilities, the penalty applied to the Suite is

significant over this period.

5.4 Instabilities in forecast performance

In Sections 5.2 and 5.3, we evaluated the performance of forecasts from the three COMPASS vari-

ants, the Statistical Suite and the Inflation Report across the entire evaluation sample. We now

turn to investigate how that performance has varied over time, paying particular attention to the

financial crisis as a cause of instability.

Figure 13d reports average logarithmic scores separately for the pre- and post-crisis period.

For both inflation and GDP growth, the minimum log score (looking across all five sources) is

lower in the earlier period than the later, indicative of a general deterioration in density fore-

cast performance after the crisis. At short forecast horizons, the difference in log scores for GDP

growth density forecasts that implicitly or explicitly take into account a broad information set –

Survey-augmented COMPASS, the Statistical Suite and the Inflation Report – and those that do

not – the two other variants of COMPASS – is larger in the post-crisis period. This observation

suggests that conditioning on timely indicators that may summarise a broad range of informa-

tion, such as survey growth expectations, or a broad information set, can improve forecast accu-

racy especially in times of heightened volatility.41

It is also informative to investigate how the logarithmic scores have changed over time. Figure

14 calculates the logarithmic scores over a rolling window of four years for GDP growth and in-

flation density forecasts at a horizon of one and two years. For GDP growth at both horizons, the

logarithmic score falls sharply at the onset of the financial crisis, reflecting a substantial loss in

the accuracy of the density forecasts. There is a much less clear pattern for the rolling log scores

computed from the inflation density forecasts. The scores of the inflation density forecasts for

both Survey-augmented COMPASS and the Inflation Report decreased sharply during the crisis,

while the log scores for the other three methods did not.

Figure 15 reports the fluctuation test statistic: the difference between average MSFE calcu-

lated over a rolling window of 28 quarters and standardised by an estimate of the long-run vari-

ance. The reported test statistics are relative to the Survey-augmented COMPASS, such that a

40See Appendix B for empirical size and power of the Diebold-Mariano test in small samples.
41The seven-year rolling widow estimation for the Statistical Suite is also likely to be important in delivering a rela-

tively good forecast performance post crisis.
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negative value of the test statistic means that this model performs better in terms of average

MSFE. Casual inspection of Figure 15 indicates that relative forecasting performance has var-

ied over the sample period for the inflation forecasts: the relative performance of the Statistical

Suite and the Inflation Report declines over the sample, while the relative performance of other

COMPASS variants improves during the middle part of the sample. For GDP growth, the relative

performance of these other variants is approximately constant, while the relative performance

of the Statistical Suite and the Inflation Report declines. Note that none of these fluctuation test

statistics is statistically significant, which may in part reflect the relatively small sample size.

5.5 Interpreting the forecast performance of COMPASS through the lens of forecast
error decompositions

We noted above that all variants of COMPASS underestimate inflation and overestimate GDP

growth in the post-crisis period. This section uses forecast error decompositions to explore why

this is the case. In particular, we take advantage of the structure of COMPASS to decompose

the forecast errors observed over the crisis period into identified shocks.42 Technically, this is

computed as the difference between a shock-based decomposition of the data (including data

over the forecast horizon) and a shock-based decomposition of the forecast under consideration

(augmented with data prior to the forecast origin) with the shocks in both decompositions com-

puted using the Kalman filter and smoother.43 Using this method, we decompose the forecast

errors for inflation and GDP growth for a forecast originating in 2009Q1 using Survey-augmented

COMPASS.44 We group the shocks into eight categories as explained in Appendix A.

Figure 16a reports the shock-based decomposition of the errors in the 2009Q1 forecast for

GDP growth. The largest contributions to the negative forecast errors over the first six quarters

are from productivity shocks (and a permanent productivity shock in particular) with a smaller

role for a set of demand shocks (including the domestic risk premium shock and a world demand

shock).

The role of productivity shocks is not surprising here given the unusually persistent weak-

ness in measured labour productivity observed throughout the post-crisis period (see Barnett

et al. (2014)). Within COMPASS, the permanent productivity shock is the only one that reduces

the trend level of GDP permanently, and by extension the levels of other expenditure compo-

nents.45 As such, the mechanism plays an important part in accounting for the fall in GDP that

was recorded in the data; in its absence, the model forecasts would have been much less accurate

over this period.

42In related work, Hackworth et al. (2013) analyse the possible source of MPC forecast errors in the post-crisis pe-
riod.

43Given a time series of the smoothed shocks, it is straightforward to compute a shock-based decomposition by
summing the historical effect of each shock at each point in time (and adding in the (diminishing) effect of an initial
condition for the state). See Section 6.2.5 of Burgess et al. (2013).

44For comparison, we also report forecast error decompositions for 2003Q3 (Figures 16c and 16d).
45This reflects an assumption that they follow difference-stationary processes and are cointegrated.
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Although COMPASS does not include financial frictions, making it difficult to extract the

contribution of credit and financial shocks over this period, the constellation of shocks iden-

tified here appears to be consistent with a financial-type shock.46 In particular, credit supply

shocks are likely to affect both the demand and supply side of the economy. For example, tighter

credit conditions may impede the efficiency with which resources are allocated in the economy,

thereby reducing its supply capacity. On the demand side, tighter credit conditions also affect

the cost of credit for households, as captured by the domestic risk premium shock. Finally, given

the global nature of the financial crisis, it is not surprising that world demand shocks should play

an important role in explaining GDP growth forecast errors.

The forecast errors on the inflation point forecast made in 2009Q1 are explained through the

lens of COMPASSGDP
e

by monetary policy shocks pushing up on inflation, on the one hand,

and domestic markup shocks pulling down, on the other. As documented by Burgess et al. (2013),

energy price shocks47 are likely to be captured by, among other things, domestic markup shocks.

The presence of markup shocks in explaining the forecast error over this period is therefore con-

sistent with the substantial fall in energy prices that occurred during the second half of 2008. On

the other side,COMPASSGDP
e

explains the bulk of the unforecast strength in inflation over this

period as a monetary policy shock, which could be consistent with the exceptionally loose stance

of policy over this period.48

6 Conditioning DSGE model forecasts

As discussed in Section 2.3, the Inflation Report forecasts are conditioned on some assumptions

about the future paths of a set of variables. In this section, we evaluate how the application of

this conditioning information affects the accuracy of forecasts from COMPASS. We investigate

two different sets of conditioning paths:

1. CPBOE: The policy interest rate is constrained to follow a particular path derived from mar-

ket expectations; the exchange rate is constrained to follow a path that is an average of

a forecast from a random walk and a static UIP condition;49 government spending is as-

sumed to evolve in line with the government’s latest announced fiscal plans; and world de-

mand and export prices are constrained to match forecasts produced by an international

forecast team on behalf of the MPC.
46As explained by Burgess et al. (2013), shock decompositions can only be interpreted as truly structural if the model

on which they depend is correctly specified. In practice, all models are misspecified and the shocks cannot be inter-
preted as truly structural. In fact, the shocks are likely to be correlated and shocks that are not included in the model
are likely to be captured by a correlated sequence of shocks that are included.

47That is, unexplained variation in energy prices that is not attributable to shocks that induce a change in demand
for energy.

48The effects of quantitative easing are approximated in a shadow measure of the interest rate – see Section 2.1 for
a discussion.

49With domestic and foreign interest rates following a market path.
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2. CPπ: The inflation nowcast and the inflation forecast one quarter ahead are constrained to

match a short-term forecast produced by Bank staff.

For the purposes of these experiments, we use the Plain version of COMPASS and apply all

conditioning information using unanticipated shocks under two different schemes:50

(i) we use the same pre-selected set of shocks used by convention in constructing the MPC’s

judgemental forecasts using COMPASS as part of the forecast process at the Bank;51

(ii) we use the full range of model shocks to impose the paths, solving the identification prob-

lem that this poses, by selecting the minimal variance combination (CPBOEfull, CPπfull).52

Below, we document material differences in the accuracy of the forecasts that arise from these

two alternative schemes, compared to the baseline case of using the Plain version of COMPASS

without any conditioning information.53 Figures 17a and 17b compare forecast accuracy when

we vary the conditioning information applied, and the method of applying the information.

Imposing the standard conditioning information with pre-specified shocks (CPBOE) reduces

forecast accuracy at almost all horizons. These differences are statistically significant for GDP

growth at horizons of one and two years, at 5% and 10% significance respectively. By contrast,

applying the same conditioning information but using all of the shocks (CPBOEfull) improves the

accuracy of GDP growth forecasts up to two years ahead (statistically significant at one year at a

10% level), and inflation forecasts at almost all horizons.

This difference reflects the choice of shocks used and the corresponding economic interpre-

tation of the conditioning information. For example, the interpretation of conditioning the fore-

cast on market expectations of the policy rate using the pre-specified set of shocks is that market

participants have a similar view of the state of the economy and the outlook, but a different view

of how monetary policy will evolve.54 By contrast, imposing the conditioning information us-

ing all shocks affords a role for market participants having a different view of the outlook for

50In doing so, we use the toolkit described in Section 6 of Burgess et al. (2013)
51CPBOE are imposed using a monetary policy shock, exchange rate risk premium shock, government spending

shock, world demand shock and world export price shock. CPπ is imposed using a final output markup shock.
52See Burgess et al. (2013), Appendix C for a derivation and discussion.
53Clark and McCracken (2014) show that imposing conditioning paths on model-based forecasts induces high-

order serial correlation in the forecast errors. We therefore always use an optimally chosen bandwidth to estimate
the long-run variance, rather than truncating the bandwidth at h − 1 which is often recommended in the forecast
evaluation literature (Diebold and Mariano (1995)).There are broadly two methods to compute density forecasts con-
ditional on future paths of a set of variables: Banbura, Giannone, and Lenza (2014) develop an algorithm based on a
Kalman filter with missing observations. In contrast to the methodology in Waggoner and Zha (1999), the Kalman fil-
ter computes conditional forecasts recursively which makes it applicable to large models. An alternative approach is
to project the forecast densities in the space of distributions that is consistent with the conditioning path (Giacomini
and Ragusa (2011)). In future versions of this paper, we intend to update our analysis to include conditional density
forecast evaluation.

54The forecast is also conditioned on a path for the exchange rate, government spending and the outlook for the
world. All of these paths are imposed at the same time, so it is the entire constellation of shocks being used – see
footnote 51 – that affects the interpretation of the information in all of the conditioning paths. However, in prac-
tice, the monetary policy shock tends to explain the bulk of the interest rate conditioning path, so this description is
approximately true.

22
 

 
Staff Working Paper No. 538 July 2015 

 



the economy, as well as monetary policy. The post-crisis period illustrates why this matters.

Throughout this period, market expectations for the policy rate are lower than forecasts from the

Plain COMPASS. When applying CPBOE, we introduce negative monetary policy shocks which

have the effect of boosting the model’s forecasts for GDP growth and inflation. This worsens the

model’s accuracy in forecasting GDP growth. But applying a broader set of shocks causes the

model to attribute the lower policy path to shocks which reduce the model’s forecasts for GDP

growth and inflation, thereby delivering an endogenously lower interest rate forecast.

Conditioning on the Bank staff’s inflation nowcasts and short-term forecasts improves the

accuracy of the model’s forecast for inflation up to one year ahead, regardless of whether the

standard shock is used to impose the conditioning information or whether all the shocks are

used. Neither conditioning assumption has much effect on the accuracy of the model’s GDP

growth forecasts. As we noted earlier, the Inflation Report forecasts are conditioned on these

staff nowcasts.

When investigating the time-variation in conditional RMSFE at a forecast horizon of one year,

we find that imposing CPBOE worsens inflation and GDP growth forecast accuracy relative to

almost all the other models at almost all points in time. By contrast, CPBOEfull has the lowest

RMSFE for GDP growth during the crisis and thereafter. This suggests that the interpretation

given to the yield curve when all of the shocks are used is particularly appealing during the crisis.

For inflation, there is a much less clear pattern, though CPBOEfull has the lowest RMSFE for much

of the sample.

7 Conclusions

This paper has evaluated the accuracy of real-time forecasts for inflation and GDP growth from

an estimated DSGE model for the United Kingdom before, during and after the financial crisis,

compared to a statistical benchmark, and the MPC’s forecasts in the Inflation Report. At shorter

horizons, the MPC’s judgemental forecasts – which implicitly take account of a broad informa-

tion set – are more accurate. At longer horizons, the model-based forecasts become more accu-

rate, with forecasts for GDP growth from the Statistical Suite and forecasts for inflation from the

DSGE model the most accurate respectively.

The accuracy of all forecasts fell during the financial crisis. Performance at the peak of the cri-

sis was poor, and even in the years that followed, the Inflation Report and several model-based

methods tended to over-predict GDP growth and under-predict inflation. This deterioration was

particularly marked for the GDP growth forecasts from the DSGE model. In line with other results

in the literature, the accuracy of the DSGE model’s forecasts for GDP is significantly improved

if its information set is augmented to include more timely, forward-looking information, in the

form of survey expectations of GDP growth. The performance of GDP forecasts from this alterna-

tive model is on a par with those of the Statistical Suite and Inflation Report. This is particularly

important in improving the accuracy of the model’s forecasts during the financial crisis, when
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timely, forward-looking information is likely to have been particularly valuable.

More generally, the recent financial crisis has posed new challenges for DSGE modelling and

forecasting. From a modelling perspective, the current generation of DSGE models is not well-

suited to capturing the implications of large financial shocks that may have non-linear effects,

particularly when policy rates become constrained by the zero lower bound. From a forecasting

perspective, dealing with possible structural breaks in point and density forecasting is challeng-

ing, especially in real time. With research underway that aims to address these challenges, it is

probable that DSGE modelling and forecasting will undergo significant changes in the future.
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EDGE, R. AND R. GÜRKAYNAK (2011): “How Useful are Estimated DSGE Model Forecasts?” Avail-
able at SSRN 1810075.

EDGE, R. M., M. T. KILEY, AND J.-P. LAFORTE (2010): “A Comparison of Forecast Performance
between Federal Reserve Staff Forecasts, Simple Reduced-form Models, and a DSGE Model,”
Journal of Applied Econometrics, 25, 720–754.

FERRONI, F. (2011): “Trend Agnostic One-Step Estimation of DSGE Models,” The BE Journal of
Macroeconomics, 11, 1–36.

FILIPPO, F. (2011): “Trend Agnostic One-Step Estimation of DSGE Models,” The B.E. Journal of
Macroeconomics, 11, 1–36.

GIACOMINI, R. AND G. RAGUSA (2011): “Incorporating theoretical restrictions into forecasting by
projection methods,” CEPR discussion paper.

GIACOMINI, R. AND B. ROSSI (2010): “Forecast Comparisons in Unstable Environments,” Journal
of Applied Econometrics, 25, 595–620.

GIACOMINI, R. AND H. WHITE (2006): “Tests of Conditional Predictive Ability,” Econometrica, 74,
1545–1578.
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Table 1: Diebold-Mariano test of equal relative forecasting ability for inflation

a) 1 year ahead forecasts

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 0.467 0.265 -0.768 0.368

COMPASSTV T . . -0.989 -0.949 -0.165
COMPASSPLAIN . . . -0.806 0.135
IR . . . . 0.939
Stat. Suite . . . . .

b) 2 years ahead forecast

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 0.073 -0.067 -0.999 -1.276

COMPASSTV T . . -0.750 -0.874 -1.002
COMPASSPLAIN . . . -0.844 -0.924
IR . . . . 0.655
Stat. Suite . . . . .

Table 2: Diebold-Mariano test of equal relative forecasting ability for GDP growth

a) 1 year ahead forecasts

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. -1.986∗∗ -1.895∗ 0.354 -1.347

COMPASSTV T . . -0.623 1.725∗ 2.279∗∗

COMPASSPLAIN . . . 1.815∗ 2.128∗∗

IR . . . . -0.792
Stat. Suite . . . . .

b) 2 years ahead forecast

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. -0.734 -1.936∗ -0.397 1.810∗

COMPASSTV T . . -0.048 0.087 1.340
COMPASSPLAIN . . . 0.193 2.235∗∗

IR . . . . 0.778
Stat. Suite . . . . .

Notes: Test statistics are shown. A Newey-West estimator with an optimally chosen bandwidth
is used to estimate the long-run variance. If the optimal bandwidth exceeds 2(h − 1), 2(h − 1)
is used instead. ∗∗ (∗) indicates statistical significance at 5% (10%). A value smaller(larger) than
zero indicates that the model in the corresponding row generates more (less) accurate forecasts
than that listed in the corresponding column.
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Table 3: Giacomini-White test of equal conditional relative forecasting ability at a horizon of 1
year (oil price)

a) Inflation

i) Test statistic

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 0.855 0.747 2.094 1.279

COMPASSTV T . . 2.455 1.727 3.095
COMPASSPLAIN . . . 1.273 2.813
IR . . . . 2.085
Stat. Suite . . . . .

ii) Range of the oil price where the column model is more accurate

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
[Min,8.16] [Min,6.65] [Min,-8.91] [Min,6.48]

COMPASSTV T [ ] [ ] [Min,2.59]
COMPASSPLAIN [ ] [Min,6.14]
IR [Min,23.34]
Stat. Suite

b) GDP growth

i) Test statistic

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 9.687−− 8.392−− 0.442 1.733

COMPASSTV T . . 0.390 6.453++ 16.557++

COMPASSPLAIN . . . 7.019++ 17.379++

IR . . . . 1.227
Stat. Suite . . . . .

ii) Range of the oil price where the column model is more accurate

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
[ ] [ ] [-19.14,Max] [ ]

COMPASSTV T [ ] [Min,Max] [Min,Max]
COMPASSPLAIN [Min,Max] [Min,Max]
IR [ ]
Stat. Suite

Notes: Test statistics are shown. The test functions are (1, Xt) where Xt is the quarterly growth
rate of the oil price. A Newey-West estimator with an optimally chosen bandwidth is used to
estimate the long-run variance. A plus (minus) indicates that the test rejects equal predictive
ability and that the method in the row has a larger (smaller) predicted loss on average. + (++) (-
(- -)) indicates significance at 10% (5%).
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Table 4: Giacomini-White test of equal conditional relative forecasting ability at a horizon of 1
year (corporate credit spread)

a) Inflation

i) Test statistic

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 1.257 2.252 1.407 2.144

COMPASSTV T . . 1.017 1.539 0.027
COMPASSPLAIN . . . 1.629 0.027
IR . . . . 2.043
Stat. Suite . . . . .

ii) Range of the corporate credit spread where the column model is more accurate

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
[1.58,Max] [1.69,Max] [ ] [1.63,Max]

COMPASSTV T [5.0929,Max] [Min,1.2824] []
COMPASSPLAIN [Min,1.35] [Min,3.41]
IR [1.31,Max]
Stat. Suite

b) GDP growth

i) Test statistic

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 4.034 4.238 0.169 2.543

COMPASSTV T . . 4.148 3.412 8.052++

COMPASSPLAIN . . . 3.733 7.838++

IR . . . . 0.933
Stat. Suite . . . . .

ii) Range of the corporate credit spread where the column model is more accurate

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
[ ] [ ] [Min,Max] [Min,0.83]

COMPASSTV T [Min,1.34] [Min,Max] [Min,4.51]
COMPASSPLAIN [Min,Max] [Min,Max]
IR [ ]
Stat. Suite

Notes: Test statistics are shown. The test functions are (1, Xt) where Xt is the corporate credit
spread. A Newey-West estimator with an optimally chosen bandwidth is used to estimate the
long-run variance.A plus (minus) indicates that the test rejects equal predictive ability and that
the method in the row has a larger (smaller) predicted loss on average. + (++) (- (- -)) indicates
significance at 10% (5%).
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Table 5: Amisano-Giacomini test of equal density forecasts for inflation

a) 1 year ahead forecasts

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. -1.372 -1.036 0.217 -2.036∗∗

COMPASSTV T . . 1.547 0.880 -1.795∗

COMPASSPLAIN . . . 0.680 -1.761∗

IR . . . . -1.806∗

Stat. Suite . . . . .

b) 2 years ahead forecast

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 1.606 1.573 1.296 -1.555

COMPASSTV T . . 1.753∗ 0.985 -1.703∗

COMPASSPLAIN . . . 0.869 -1.603
IR . . . . -1.665∗

Stat. Suite . . . . .

Table 6: Amisano-Giacomini test of equal density forecasts for GDP growth

a) 1 year ahead forecasts

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 2.085∗∗ 1.984∗∗ 1.462 0.969

COMPASSTV T . . 0.776 -0.725 0.297
COMPASSPLAIN . . . -1.556 0.055
IR . . . . 0.642
Stat. Suite . . . . .

b) 2 years ahead forecast

COMPASSGDP
e

COMPASSTV T COMPASSPLAIN IR Stat. Suite
COMPASSGDP

e
. 0.014 2.519∗∗ 1.180 0.846

COMPASSTV T . . 0.516 1.070 0.803
COMPASSPLAIN . . . 1.070 0.765
IR . . . . 0.303
Stat. Suite . . . . .

Notes: Test statistics are shown. A Newey-West estimator with an optimally chosen bandwidth is
used to estimate the long-run variance. If the optimal bandwidth exceeds 2(h−1), 2(h−1) is used
instead. ∗∗ (∗) indicates statistical significance at 5% (10%). A value smaller (larger) than zero
indicates that the model in the corresponding column generates more (less) accurate forecasts
than that listed in the corresponding row.
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Table 7: Berkowitz test for forecast rationality

a) 1 year ahead forecasts

Inflation GDP growth
COMPASSGDP

e
38.902 86.742

COMPASSTV T 43.103 159.075
COMPASSPLAIN 49.151 230.228
IR 22.156 45.580
Stat. Suite 25.471 55.029

b) 2 years ahead forecasts

Inflation GDP growth
COMPASSGDP

e
103.045 126.935

COMPASSTV T 92.455 138.372
COMPASSPLAIN 90.434 137.755
IR 48.417 55.014
Stat. Suite 72.553 79.570

Notes: Test statistics are reported. The asymptotic distribution is χ2(2) and all test statistics are
significant at 1 percent.
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Table 8: Diebold-Mariano test of equal relative forecasting ability for inflation for conditional
forecasts

a) 1 year ahead forecasts

COMPASSPLAIN CPBOE CPBOEfull CP π CP πfull

COMPASSPLAIN . -1.099 0.777 -0.378 0.254
CPBOE . . 1.116 1.111 1.228
CPBOEfull . . . -1.086 -0.622
CP π . . . . 0.499
CP πfull . . . . .

b) 2 years ahead forecast

COMPASSPLAIN CPBOE CPBOEfull CP π CP πfull

COMPASSPLAIN . -1.264 0.911 -1.982 1.143
CPBOE . . 1.250 1.220 1.273
CPBOEfull . . . -1.024 -0.910
CP π . . . . 1.775
CP πfull . . . . .

Table 9: Diebold-Mariano test of equal relative forecasting ability for GDP growth

a) 1 year ahead forecasts

COMPASSPLAIN CPBOE CPBOEfull CP π CP πfull

COMPASSPLAIN . -2.084∗∗ 1.815∗ -1.168 -0.089
CPBOE . . 2.051∗∗ 2.081∗∗ 1.942∗

CPBOEfull . . . -2.057∗∗ -2.658∗∗

CP π . . . . 0.111
CP πfull . . . . .

b) 2 years ahead forecast

COMPASSPLAIN CPBOE CPBOEfull CP π CP πfull

COMPASSPLAIN . -1.849∗ 0.799 1.191 -2.206∗∗

CPBOE . . 1.567 1.903∗ 1.883∗

CPBOEfull . . . -0.528 -2.029∗∗

CP π . . . . -1.941∗

CP πfull . . . . .

Notes: Test statistics are shown. A Newey-West estimator with an optimally chosen bandwidth
is used to estimate the long-run variance. If the optimal bandwidth exceeds 2(h − 1), 2(h − 1)
is used instead. ∗∗ (∗) indicates statistical significance at 5% (10%). A value smaller(larger) than
zero indicates that the model in the corresponding row generates more (less) accurate forecasts
than that listed in the corresponding column.

33
 

 
Staff Working Paper No. 538 July 2015 

 



(a) Inflation (b) GDP growth

Figure 1: Inflation and GDP growth forecast in 2008Q4: Annual Output Growth (“first final” equivalent) in black, COMPASSGDP
e

(COMPASS with survey growth expectations as observables) density forecast as blue fan, COMPASSPLAIN (Burgess et al. (2013))
point forecasts in white with triangles, COMPASSTV T (COMPASS with time-varying productivity trends) point forecasts in white with
crosses, Statistical Suite forecasts in green and Inflation Report forecasts in red.
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Figure 2: Overview of COMPASS. The Central Organizing Model for Projection Analysis and Sce-
nario Simulation (COMPASS) is the main organizing framework for the Inflation Report forecasts
at the Bank of England.
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Figure 3: Time line of the forecast process at the Bank of England in case of the November 2014
forecast round
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(a) Inflation (b) GDP growth

Figure 4: Annual Inflation and GDP Growth (“first final” equivalent) in black and COMPASSPLAIN (estimated in real time) forecasts
in color. November rounds in red, February rounds in blue, May rounds in green and July rounds in magenta.
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(a) Inflation (b) GDP growth

Figure 5: Annual Inflation and GDP Growth (“first final” equivalent) in black andCOMPASSTV T (estimated in real time) forecasts in
color. November rounds in red, February rounds in blue, May rounds in green and July rounds in magenta.
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(a) Inflation (b) GDP growth

Figure 6: Annual Inflation and GDP Growth (“first final” equivalent) in black and COMPASSGDP
e

(estimated in real time) forecasts
in color. November rounds in red, February rounds in blue, May rounds in green and July rounds in magenta.
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(a) Inflation (b) GDP growth

Figure 7: Annual Inflation and GDP Growth (“first final” equivalent) in black and Statistical Suite (estimated in real time) forecasts in
color. November rounds in red, February rounds in blue, May rounds in green and July rounds in magenta.
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(a) Inflation (b) GDP growth

Figure 8: Annual Inflation and GDP Growth (“first final” equivalent) in black and Inflation Report forecasts in color. November rounds
in red, February rounds in blue, May rounds in green and July rounds in magenta.
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(a) Inflation (b) GDP growth

Figure 9: Root mean squared forecast errors for the full sample period at different forecast
horizons.COMPASSPLAIN forecasts are in blue with triangles, COMPASSTV T forecasts in blue
with crosses, COMPASSGDP

e
forecasts in blue with circles, Statistical Suite forecasts in green and

Inflation Report forecasts in red.
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(a)COMPASSPLAIN (b)COMPASSTV T

(c)COMPASSGDP e

(d) Inflation Report

(e) Statistical Suite

Figure 10: Probability integral transforms for inflation.
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(a)COMPASSPLAIN (b)COMPASSTV T

(c)COMPASSGDP e

(d) Inflation Report

(e) Statistical Suite

Figure 11: Probability integral transforms for GDP growth.
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(a) Inflation (b) GDP growth

Figure 12: Logarithmic scores at different forecast horizons. COMPASSPLAIN forecasts are in
blue with triangles, COMPASSTV T forecasts in blue with crosses, COMPASSGDP

e
forecasts in blue

with circles, Statistical Suite forecasts in green and Inflation Report forecasts in red.
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(a) Inflation in the pre-crisis period (b) GDP growth in the pre-crisis period

(c) Inflation in the post-crisis period (d) GDP growth in the post-crisis period

Figure 13: Average logarithmic scores for the pre- and post crisis periods at different forecast
horizons.COMPASSPLAIN forecasts are in blue with triangles, COMPASSTV T forecasts in blue
with crosses, COMPASSGDP

e
forecasts in blue with circles, Statistical Suite forecasts in green and

Inflation Report forecasts in red.
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(a) Inflation (forecast horizon 1 year) (b) GDP growth (forecast horizon 1 year)

(c) Inflation (forecast horizon 2 years) (d) GDP growth (forecast horizon 2 years)

Figure 14: Average logarithmic scores calculated over a rolling window of size 4 years at different
forecast horizons. The x-axis indicates the start of the window. COMPASSPLAIN forecasts are
in blue with triangles, COMPASSTV T forecasts in blue with crosses, COMPASSGDP

e
forecasts in

blue with circles, Statistical Suite forecasts in green and Inflation Report forecasts in red.
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(a) Inflation (b) GDP growth

Figure 15: Fluctuation test statistic for a forecast horizon of 1 year based on the RMSFE. Size of
the rolling window is 7 years. The x-axis indicates the start of the window. All models relative
to COMPASS. A negative value of the test statistic means that COMPASS is performing better.
COMPASSPLAIN forecasts are in blue with triangles, COMPASSTV T forecasts in blue with crosses,
COMPASSGDP

e
forecasts in blue with circles, Statistical Suite forecasts in green and Inflation

Report forecasts in red. Critical values for a 2-sided test are 2.779 (2.5) at 5% (10%) (Table 1 in
Giacomini and Rossi, 2010).
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(a) GDP growth forecast errors 2009Q1 (b) Inflation forecast errors 2009Q1

(c) GDP growth forecast errors 2003Q3 (d) Inflation forecast errors 2003Q3

Figure 16: Shock-based decompositions of the forecast errors for GDP growth and inflation based on COMPASSGDP
e
. The x axis

shows the forecast horizon.
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(a) Inflation (b) GDP growth

Figure 17: Root mean squared forecast errors for the full sample period at different forecast hori-
zons. COMPASSPLAIN forecasts without any conditioning paths imposed are in blue with trian-
gles, COMPASSPLAIN forecasts with CPBOE imposed are in lightblue and COMPASSPLAIN fore-
casts with CP π imposed are in magenta. � indicates that the conditioning paths are imposed
using a full invert.

(a) Inflation (b) GDP growth

Figure 18: Time-varying root mean squared forecast errors for conditional forecasts at a forecast
horizon of 1 year. Window length is 4 years. COMPASSPLAIN forecasts without any conditioning
paths imposed are in blue with triangles, COMPASSPLAIN forecasts with CPBOE imposed are in
lightblue and COMPASSPLAIN forecasts with CP π imposed are in magenta. � indicates that the
conditioning paths are imposed using a full invert. The x-axis shows the start of the window.

49
 

 
Staff Working Paper No. 538 July 2015 

 



A Grouping of shocks for shock decompositions

This appendix reports the grouping of shocks for the shock decompositions that are reported in
Section 5.5:

1. Monetary policy

• Monetary policy (14)

2. Domestic risk premium shock

• Risk premium shock (18)

3. World demand

• World preferences for UK exports shock (6)

• World demand shock (16)

4. Other demand

• Government spending shock (3)

• Residual component of total final expenditure shock (5)

• Investment adjustment cost shock (4)

5. Domestic price markup shocks

• Final output price markup shock (11)

• Value added price markup shock (12)

• Wage markup shock (9)

6. Productivity

• Labour augmenting productivity growth shock (2)

• TFP shock (15)

7. Imported price shocks

• Exchange rate risk premium shock (1)

• World export price shock (13)

• Import price markup shock (8)

8. Other

• Import preference shock (7)

• Export price markup shock (10)

• Labour supply shock (17)
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B Small-sample properties of the Diebold-Mariano test

One limitation of our study is the small sample size of 53 observations. In the case of the fluc-
tuation test, the number of observations used to compute the test statistics is even smaller. But
the small sample performance of forecast accuracy tests like the Diebold-Mariano test is poor
because of the autocorrelation and heteroskedasticity consistent (HAC) covariance estimator
(equation (2)) that is used to account for potential autocorrelation in the forecast errors. In this
paper, we use the HAC estimator due to Newey and West (1987).55 Because HAC estimators con-
verge at slow, nonparametric rates, the Diebold-Mariano test can have poor properties in small
samples.

To address this concern, this appendix investigates size and power of the Diebold-Mariano
test in small samples by means of a Monte Carlo experiment.56

The data generating process is calibrated to share some properties of the forecast errors eval-
uated in this paper. We assume that the difference in forecast performance is generated by an
AR(1) process with a persistence parameter equal to either 0.2 or 0.4, which is similar to the per-
sistence in MSFE differences obtained from our models. To compute the empirical power, we
assume that the average difference in forecast performance is either 0.5 or 1. These values are
similar to what occurs in our data at forecast horizons of one or two years. The nominal size is
set to 5%.

Table 10 reports the results. We find that the empirical size of the Diebold-Marino test is
close to its nominal level of 5%. For sample sizes equal to 50, the empirical power under the
alternative, where the differences in forecast performance is equal to 0.5, exceeds 50, even if
the persistence parameter is 0.4. As expected, the empirical power is larger if the difference in
forecast performance equals 1.

C Models in the Suite of Statistical Forecasting Models

The Suite of Statistical Forecasting Models (see Kapetanios et al. (2008)) provides a set of statisti-
cal forecasts of inflation and GDP growth. They are designed to be judgement-free, in the sense
that they are unconditional forecasts, and they do not have any economic structure imposed.
Rather, they estimate a set of reduced-form relationships between the variables in each model.

The models use quarterly data that have been transformed such that they are weakly sta-
tionary. In particular, the GDP growth measure is quarter-on-quarter growth in UK GDP, and
the inflation measure is quarter-on-quarter growth of the seasonally adjusted Consumer Price
Index. Seasonal adjustment, where necessary, is performed using the X12 technique.

The models that comprise the suite, as used in this exercise, are listed below. Unless stated
otherwise, the models are estimated for both GDP growth and CPI inflation.

• An AR(p) model, in which p is the optimal lag length, selected by the Akaike information
criterion

• A random walk, in which the latest observation of quarterly growth in the variable is pro-
jected forward

55We refer to Clark and McCracken for an exhaustive Monte Carlo study that examines the small sample behaviour
of the Diebold-Mariano test with alternative HAC estimators.

56Because the logscore test of Amisano and Giacomini is identical to the Diebold-Mariano test except that forecast
performance is measured by logscores, this appendix only reports results for the Diebold-Mariano test.
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Table 10: Small sample properties of the Diebold and Mariano (1995) test

a) Empirical size

25 50
ρ = 0.2 0.048 0.058
ρ = 0.4 0.056 0.063

b) Empirical power: Difference in forecast performance is 0.5

25 50
ρ = 0.2 0.381 0.770
ρ = 0.4 0.179 0.509

c) Empirical power: Difference in forecast performance is 1

25 50
ρ = 0.2 0.624 0.999
ρ = 0.4 0.287 0.942

Notes: Number of replications is 5000. The size (power) is the probability of rejecting H0 when
H0 (H1) is true.

• STAR: a variant of the AR(p) model, in which the model fluctuates between two autore-
gressive regimes. The transition between the two is modelled by a logistic process, whose
parameters are also estimated

• MSAR: a variant of the AR(p) model, in which the model fluctuates between two autoregres-
sive regimes. The probability of being in one regime or the other is estimated via maximum
likelihood.

• Univariate factor model: a variant of the AR(p) model, which also includes a set of principal
components taken from a group of over 100 weakly stationary macroeconomic variables

• VAR(p): a five-variable vector autoregressive model, comprising GDP growth, CPI inflation,
the Sterling Exchange Rate Index, the change in the 3 month LIBOR interest rate, and quar-
terly oil price growth.

• VARM: a variant of the VAR, augmented with two variables to capture growth in money
stocks

• BVAR: a variant of the VAR, estimated with Bayesian techniques

• BVARM: a variant of the VARM, estimated with Bayesian techniques

• FAVAR: a variant of the VAR, augmented with the principal components of a group of over
100 weakly stationary macroeconomic variables. These principal components are treated
as endogenous variables

The individual model forecasts are combined to produce one central point forecast and prob-
ability distribution. A number of combination methods can be used, but for the exercises in this
paper we have used weights given by the predictive likelihood of each model, based on a pseudo
out-of-sample window of seven years.
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