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1 Introduction

COMPASS is the Bank of England’s ’New-Keynesian’ dynamic stochastic general equi-
librium (DSGE) model. It is used as a central organising macroeconomic model in the
MPC’s forecasting platform. It provides the basic set of relationships that articulate
core macroeconomic mechanisms and provides a disciplining framework by ensur-
ing that forecasts are internally consistent. The MPC’s forecasting platform also in-
cludes a suite of 50 forecasting models, covering a range of different frameworks and
ways of thinking about the economy. Whereas some of these models will articulate
economic channels that are omitted from COMPASS, others will generate alternative
forecasts for the same variables as COMPASS, providing a cross-check on the central
model’s forecast.1

In this paper, we introduce a new addition to the Bank of England’s forecasting
toolkit: a Bayesian VAR with the same set of macroeconomic variables as COMPASS.
As in COMPASS, we treat the UK as a small open economy and model the rest of the
world as exogenous. We then assess the relative performance of the two models in
forecasting UK GDP growth and inflation. Comparing COMPASS’ dynamic proper-
ties and forecasting accuracy with those of more data-driven benchmarks such as
VARs can be fruitful for a number of reasons. In particular, DSGE models place a
great number of restrictions on the time-series behaviour of the variables they seek
to explain and forecast. And their size poses challenges to both estimation and spec-
ification analysis, which entails risks for the reliability of their forecasts. We opt for
Bayesian rather than classic estimation because both the large number of variables
and the limited sample size available make precise classical estimation of an unre-
stricted VAR unfeasible. Also, Bayesian estimation allows us to easily produce fore-
cast densities. We use a combination of commonly used priors and select the tight-
ness by maximising the marginal likelihood, which tends to improve forecasting per-
formance. To reflect the information available at the time the forecasts would have
been produced, both models are re-estimated between 2000 and 2012 using real-time
data.

We find that the BVAR’s point and density forecasts generally outperformed COM-
PASS. The BVAR outperformed COMPASS when forecasting both GDP and its ex-
penditure components 1 and 2 years ahead. In contrast, the performance of these
models was similar when forecasting CPI inflation. Despite under-predicting in-
flation at most forecast horizons, the BVAR density forecasts outperformed COM-
PASS’. Both models over-predicted GDP growth at all forecast horizons, but the BVAR
outperformed COMPASS at forecast horizons up to 1 year ahead. Our results are
broadly consistent with the findings of similar studies for other advanced economies.
Christoffel et al. (2011) and Iversen et al. (2014) assess the forecasting performance
of various models for the euro area and Sweden, respectively. In line with the findings
for the UK, these studies show that forecasts produced by DSGE models are generally
outperformed by those produced with medium-scale BVARs. These findings differ
from earlier results in the literature, such as Smets and Wouters (2007) and Gurkay-

1For more information on the MPC’s forecasting platform, see Burgess et al (2013).
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nak et al. (2013), who found that in the U.S. prior to the crisis, DSGE models appeared
to outperform BVARs.2

This paper is also closely related to the analysis in Fawcett et al. (2015). In that
paper the authors compare the real-time forecast performance of COMPASS against
statistical and judgemental benchmarks and find that, particularly during the crisis,
COMPASS fares worse. We show that the BVAR’s forecasting performance is closer
to the statistical and judgmental forecasts than are COMPASS’ forecasts. However
Fawcett et al. (2015) point out that when COMPASS is augmented to include a sur-
vey measure of short-term GDP growth expectations, which accounts for timely off-
model information, COMPASS’s forecasts are competitive with the judgemental fore-
casts at all horizons in the post-crisis period.

The paper is organised in four sections. The first introduces the BVAR model,
whereas the others compare both point and density forecasts from COMPASS and
the BVAR, as well as the Inflation Report and the Bank’s suite of forecasting models.

2 A Bayesian VAR for the UK economy

2.1 The model

We consider a reduced-form vector autoregression (VAR) model of the observable
variables in COMPASS, namely: real GDP, real total consumption, real business in-
vestment, real total government expenditure, export volumes, import volumes, ex-
port prices, import prices, total hours worked, nominal wages, CPI, nominal exchange
rate, nominal interest rate, world demand for imports and world export prices.

In COMPASS, the joint behaviour of these variables is determined by the restric-
tions imposed by the structure of the model. COMPASS features 5 types of economic
agents: households, firms, the government, the rest of the world and the mone-
tary policymaker. There are two types of households: the “unconstrained” house-
holds, who have access to financial markets and can accumulate assets, and the “con-
strained” households, who instead do not have access to financial markets and thus
cannot save, but rather spend all their labour income on consumption. Firms oper-
ate in monopolistic competition and are subject to costs when adjusting their prices,
as in Rotemberg (1982). The monetary authority sets interest rates according to a
Taylor-type rule, while an exogenous foreign block drives world demand for imports
and world export prices. The model also includes habit formation, investment ad-
justment costs and wage rigidities.3

In the BVAR, on the other hand, we place very few restrictions on the joint be-
haviour of the series. Except for our priors (see next subsection), the only other re-
striction we impose is that, as in COMPASS, we treat the UK as a small open econ-

2Gurkaynak et al. (2013) also suggest that even simpler models such as ARs and small unrestricted
VARs can outperform both DSGEs and BVARs if the focus is mainly on forecasting inflation, GDP
growth and interest rates. However, in this study we’re interested in the forecasting performance for
all observables in COMPASS.

3For more information on COMPASS, see Burgess et al. (2013).
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omy, so the two world variables are treated as block exogenous, such that they are
not affected by the UK business cycle. Our empirical specification therefore takes the
following form:

Yt = C + A1Yt−1 + ...+ ApYt−p +B1Zt + εt; for all t = 1...T (1)

where Yt is an n× 1 vector of endogenous domestic variables, C is an n× 1 vector
of constants, A1 and Ap are n× n matrices of coefficients for the first and p-th lags of
the endogenous variables, Zt is a k × 1 vector of exogenous world variables, B1 is an
n× k matrix of coefficients on the contemporaneous exogenous world variables and
εt is an n× 1 vector of iid residuals with mean 0 and covariance matrix Σ.

2.2 Estimation

We opt to estimate the model with Bayesian techniques, as it is well known that work-
ing with flat priors can yield poor inference in large dimensional systems. Litter-
man (1980) and Doan, Litterman, and Sims (1984) show that, combining the likeli-
hood function with some informative prior distributions, improves forecasting per-
formance. The frequentist interpretation of this result is that these priors are suc-
cessful because they effectively reduce the estimation error, while generating only
relatively small biases in the estimates of the parameters.

The BVAR-X model is specified in first differences, with the exception of the nom-
inal interest rate, which is treated as stationary. Whereas estimating the VAR in dif-
ferences rather than in levels may miss relevant model dynamics (such as potential
long run relationships between the variables), Carriero et al. (2011) show that mod-
elling the VAR in first differences generally improves forecast accuracy. And it also
has the advantage of providing an easier mapping with the variables in COMPASS,
with which we aim to be aligned as much as possible.

We use a combination of the conjugate priors most commonly used in the litera-
ture: the ’Minnesota’ prior introduced by Litterman (1980), the ’sum-of-coefficients’
prior, proposed by Doan, Litterman and Sims (1984) and the “dummy-initial- ob-
servations” prior (Sims, 1992). The Minnesota prior is based on the assumption that
each variable follows a random walk process, possibly with drift, or a white noise pro-
cess when the variable is stationary. The ’sum-of-coefficients’ prior and the “dummy
initial observations” priors are refinements to the Minnesota priors intended to im-
prove forecasting performance by reducing the importance of the deterministic com-
ponent in VARs estimated using initial observations. Both of these priors are imple-
mented adding dummy observations as in Banbura et al. (2010). We centre the prior
for B, the matrix of coefficients that govern the impact of the exogenous variables
on the domestic variables, around zero, and we implement the prior using dummy
observations.

We select the informativeness of each of these priors by choosing the tightness of
the priors that maximise the marginal likelihood of the model, as suggested in Gi-
annone et al. (2015). Conveniently our BVAR-X with conjugate priors maintains the
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property that the marginal likelihood is available in closed form and can be there-
fore easily maximised numerically. The marginal likelihood is a measure of out-of-
sample forecasting performance of a model, so selecting the tightness of the priors
to maximise the marginal likelihood is akin to selecting them according to the one-
step-ahead out-of-sample forecasting ability of the model.

This method for prior selection outperforms other commonly used procedures,
such as the one described in Litterman (1980), where the tightness of the prior is
chosen by maximising the out-of-sample forcasting performance of the model over a
pre-sample, and the procedure in Banbura et al. (2010), where the priors are chosen
by maximising the models’ in-sample fit. The procedure in Giannone et al. (2015)
also addresses the trade-off between model complexity and in-sample fit, as it yields
looser priors when the model involves few unknown coefficients relative to the size of
the dataset and viceversa). This more careful choice of priors might explain why our
results differ from earlier studies (for example Smets and Wouters (2007) and Gurkay-
nak et al. (2013)) in finding that our BVAR generally outperforms COMPASS. We are
investigating the role of prior selection in driving forecasting performance in ongoing
research work.

The lag length for the VAR, (p), is set to 2. We have experimented with differ-
ent values and have chosen it based on the BVAR’s out-of-sample forecasting perfor-
mance and the model’s dynamic properties. Whereas it is possible to choose the lag
length optimally during estimation by including it as an argument of the maximisa-
tion problem, selecting the lag length somewhat arbitrarily is not unprecedented in
the literature (see Giannone et al. (2015)). Also, the results in Carriero et al. (2011)
suggest that shorter lags tend to yield better forecasting performance.

2.3 Data

COMPASS and the BVAR are estimated with real-time data and have comparable in-
formation sets. The real-time estimation approach means that each forecast is pro-
duced only with information that would have been available at each forecast round.
We use the dataset from Fawcett et al (2015), which consists of data released about
3-4 weeks-ahead of each Inflation Report. The dataset starts in 1987-Q2 and we pro-
duce real-time forecasts for the three-year forecast period for every quarterly forecast
round between Feb-2000 and Nov-2012.

The off-model constraint quarter forecast based on high-frequency data is im-
posed as judgement in both the BVAR and COMPASS. The off-model forecasts for the
exogenous world variables come from different sources: for COMPASS, these come
from an exogenous block attached to the main model; for the BVAR, we use internal
forecasts produced by Bank staff. Although the information sets for the exogenous
variables are different, this does not drive the difference in forecasting performance
between both models. In Appendix A, we consider the case where both models are
conditioned on the same set of world forecasts produced by Bank Staff and show that
their relative performance is unchanged.
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3 Forecast evaluation

3.1 Central forecasts

To assess the forecasting performance of the BVAR, we start by measuring the ac-
curacy of its central forecasts. Figure 1 plots the real-time central forecasts for both
COMPASS and the BVAR between 2000 and 2012 against the data outturns4. Perhaps
the most interesting feature of Figure 1 is the fundamentally different shape of suc-
cessive GDP growth forecasts in the two models: whereas the BVAR essentially fore-
casts mean reversion, COMPASS’ forecasts feature a pronounced over-shoot before
reverting to the mean. This is due to the restriction, characteristic of DSGE model
but not imposed in the BVAR, that most shocks5 be neutral on the level of real GDP,
such that deviations of GDP growth from the mean attributed to them need to over-
unwind. Also, all variables in COMPASS have constant long-run growth rates. The
long-run growth rate of GDP is set equal to the sample average in each recursively
estimated variant. Those sample averages tend to exceed the growth rates observed
in the data after the crisis.

To assess the accuracy of these forecasts, for each model we compute the root
mean squared forecast errors (RMSFE) in the out-of-sample forecasting period (2000-
2012) for each forecast horizon up to three years. Formally, the RMSFE at horizon h
is given by:

RMSFEh =

√√√√ 1

P − h+ 1

T−h∑
t=R

û2t+h (2)

where the forecast error ût+h at forecast origin t and forecast horizon h is defined as
the difference between the data and the mean forecast. It is computed based on the
first Quarterly National Accounts and on CPI data (which do not get revised).

To assess whether the RMSFEs of the two models are statistically different on av-
erage over the out-of-sample period, we use the Diebold-Mariano test, as described
in Fawcett et al. (2015):

DMh =
1√

P − h+ 1

T−h∑
t=R

û21,t+h − û22,t+h√
Σ̂

(3)

where Σ̂ is an estimate of the long-run variance. Under the null hypothesis H0 :
E(û21,t+h − û22,t+h) = 0, DMh converges to a normal distribution.

3.1.1 GDP growth

The BVAR outperformed COMPASS when forecasting aggregate GDP and its main ex-
penditure components. The BVAR significantly outperformed COMPASS for 1-year-

4As Del Negro et al. (2014), we do not show the forecasts for the policy rate, but we note that for
both models the interest rate projection does not violate the zero lower bound constraint on nominal
interest rates.

5In COMPASS, all but the labour-augmenting productivity shock.
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Figure 1: Out-of-sample forecast vintages (coloured lines) vs data (black line), 2000-2012. Annual
CPI inflation rate (left column) and Quarterly GDP growth rate (right column) BVAR (top row), COM-
PASS (bottom row)

ahead annual GDP growth forecasts, with an average RMSFE of just over 2pp (1pp
lower than COMPASS’) between 2000 and 2012.6 The BVAR performed better than
COMPASS in forecasting GDP at the 1-year forecast horizon throughout the sample,
including during the 2008-09 crisis. And the gap between the two models’ perfor-
mance widened in the most recent period, with the BVAR’s RMSFE nearly 2pp lower
than COMPASS’. The BVAR also outperformed COMPASS at the 2-year horizon, but
the difference in RMSFE was smaller and not statistically significant (Figure 2 and
Appendix B).

The BVAR’s better forecasting performance for GDP growth was mirrored by key
expenditure components (Figure 3). The difference was particularly stark for busi-
ness investment, with the BVAR’s average RMSFE (of around 9pp) nearly 50 percent
lower than COMPASS’ at both the 1 and 2-year ahead horizons.7 The gap in forecast-
ing performance was particularly large in the earlier part of the sample, with both
models performing similarly since the 2008-9 crisis.

6The average RMSFE for both models is considerably lower when the 2008-09 figures are excluded.
7Although only the 2-year ahead difference was statistically significant, see Appendix B.
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Figure 2: Quarterly GDP growth root mean squared forecast errors at different forecast horizons,
2000-2012. BVAR (pink), COMPASS (blue)
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Figure 3: Root mean squared forecast errors at different forecast horizons, 2000-2012. Real private
consumption annual growth rate (left column) and Real business investment annual growth rate (right
column) BVAR (pink), COMPASS (blue)

3.1.2 Inflation

In contrast to the GDP results, the performance of these models was similar when
forecasting CPI inflation. Both COMPASS and the BVAR registered an average abso-
lute forecast error of around 0.9pp for annual CPI inflation at both the 1- and 2-year
forecast horizons between 2000 and 2012 (figure 4).

Although COMPASS’ and the BVAR’s inflation forecasts performed similarly on av-
erage between 2000 and 2012, these results changed over time. COMPASS performed
worse early on, but better post crisis, with a RMSFE about 0.3pp lower than the BVAR’s
from 2006 onwards at the two-year forecast horizon.
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Figure 4: Annual CPI inflation root mean squared forecast errors at different forecast horizons, 2000-
2012. BVAR (pink), COMPASS (blue)

3.2 Density forecasts

In this section, we assess the performance of the density forecasts from COMPASS
and the BVAR, both relative to each other and to data outturns.8 Because the forecasts
for world variables are imposed exogenously as conditioning paths in the BVAR, with
no uncertainty around them. A natural extension would be to allow for uncertainty
when imposing conditioning paths, perhaps following the algorithm in Del Negro
and Schorfheide (2012).

Forecast densities (or fan charts) are used to describe the degree of uncertainty
around the central forecasts. But assessing the performance of a density forecast is
less trivial than for point forecasts, because we only observe one realised value of the
variable of interest in each period, as opposed to its entire distribution. In this paper,
we follow Fawcett et al. (2015) and employ the following two methods:

a) To assess the accuracy of each model’s density forecast relative to the data, we
use probability integral transformations (PITs), which measure the probability of ob-
serving a given realised outturn (or lower) in each forecast density. Formally, the PIT
for the observation Y at forecast horizon h for a given forecast density at time t is
defined as

zh,t =

∫ Y 0
t+h

∞
ft(Yt+h)dYt+h (4)

If the probability is close to zero, the fan chart would be ’above’ the realised value,
suggesting the density over-predicted that variable. Likewise, very high probabilities
would indicate under-prediction. If a set of forecast densities offer a good approxi-
mation to the true underlying density, then the PITs should be evenly distributed over
all the percentiles.

8Note that COMPASS’ density forecasts are not the same as the MPC’s (judgemental) fan charts
published in the Inflation Report.
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b) To compare the accuracy of density forecast from the BVAR with other models,
we use average logarithmic scores defined as:

1

P − h+ 1

T−h∑
t=R

log ft(Yt+h) (5)

These take a high value if the forecast density assigns a high probability to the actual
outturn. We test whether the log scores from various models are statistically different
from each other on average over the out-of-sample period by using the likelihood
ratio test of Amisano and Giacomini (2007). The test statistic is given by:

AGh =
1√

P − h+ 1

T−h∑
t=R

log f1,t(Yt+h)− log f2,t(Yt+h)√
Σ̂

(6)

where Σ̂ is an estimate of the long-run variance. Under the null hypothesis, the two
density forecasts f1,t(.) and f2,t(.) perform equally well.

3.2.1 CPI Inflation

Despite under-predicting inflation at most forecast horizons, the BVAR density fore-
casts outperformed COMPASS’. The concentration of PITs for the BVAR density infla-
tion forecasts at the highest percentiles for most horizons (shown by the bigger dots)
indicates that the BVAR underestimated inflation between 2000 and 2012 (Figure 5).
The PITs for COMPASS’ density inflation forecasts in the same period are concen-
trated at both the higher and lower percentiles, suggesting that COMPASS underesti-
mated the uncertainty around the central inflation forecast - i.e., its fan charts were
too narrow (Figure 5). Overall, logarithmic scores suggest that the BVAR produced
more accurate density forecasts for inflation than COMPASS at all horizons between
2000 and 2012 (Figure 6).

3.2.2 GDP growth

Both models over-predicted GDP growth at all forecast horizons, but the BVAR out-
performed COMPASS at forecast horizons up to 1 year ahead. PITs for the GDP growth
density forecasts of both COMPASS and the BVAR are concentrated at the lowest per-
centiles across all forecast horizons (large blue dots on figure 7), indicating that both
models over-predicted GDP growth between 2000 and 2012. For COMPASS, this is
particularly acute at shorter horizons. There is no significant difference in forecast-
ing performance between the two models for forecast horizons of 1 year or longer.
But the BVAR GDP forecasts outperformed COMPASS at horizons up to 1 year ahead
(Figure 6).

3.3 BVAR performance vis-à-vis other forecasts

This section compares the BVAR’s forecasting performance with two other bench-
marks: an in-house suite of statistical forecasting models and the Monetary Policy
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Figure 5: Probability Integral Transforms (PITs) for annual CPI inflation density forecasts, 2000-2012.
COMPASS (lhs) versus BVAR (rhs). The percentiles on the y-axis are highlighted with shades of red: the
darkest shade is assigned to the 50th percentile and the shades become lighter for less probable areas
of the model-implied density. The dark blue dots indicate the actual outturns, while a bigger dots
indicating a clustering of the dots in that portion of the model’s density.
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Figure 6: Logarithmic scores for annual CPI inflation (lhs) and annual real GDP growth (rhs) at dif-
ferent forecast horizons, 2000-2012. COMPASS (blue) versus BVAR (pink)

Committe’s projections for GDP growth and CPI inflation reported in the Inflation
Report, as in Fawcett et al. (2015). The statistical suite includes a range of univariate
and multivariate forecasting models (see Kapetanios et al. (2008) for details). The
individual forecasts produced by these models are then translated into one forecast
using weights based on their predictive likelihoods. The Inflation Report projections
are the MPC’s best collective projections for GDP growth and inflation. They there-
fore reflect a combination of model-based forecasts and off-model information and
judgement. The BVAR and the statistical suite have a small information disadvantage
relative to the Inflation Report due to issues with the timing of data releases around
the publication of the Inflation Report.

The BVAR point forecast performance was comparable to the statistical suite for
both GDP and CPI inflation. Both models registered similar RMSFEs for 1-year-ahead
inflation on average between 2000 and 2012. The BVAR outperformed the statistical
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Figure 7: Probability Integral Transforms (PITs) for annual real GDP growth density forecasts, 2000-
2012. COMPASS (lhs) versus BVAR (rhs). The percentiles on the y-axis are highlighted with shades
of green: the darkest shade is assigned to the 50th percentile and the shades become lighter for less
probable areas of the model-implied density. The dark blue dots indicate the actual outturns, while a
bigger dots indicating a clustering of the dots in that portion of the model’s density.
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Figure 8: Root mean squared forecast errors for annual CPI inflation (lhs) and annual real GDP
growth (rhs) at different forecast horizons, 2000-2012. COMPASS (blue), BVAR (pink), Statistical suite
(green) and Inflation Report (red)

suite by around 0.2pp at the 2-year forecast horizon, but the difference is not statisti-
cally significant (see Appendix B). The Inflation Report was relatively the least accu-
rate around the two-year horizon, but the difference was also not significant (Figure
8, left panel). When forecasting GDP growth both 1 and 2 years ahead, the BVAR,
the suite and the Inflation Report performed similarly (Figure 8, right panel). The In-
flation Report projections had the lowest RMSE at horizons up to two years, but the
difference was not statistically significant.

The BVAR density forecasts perform similarly to the statistical suite for CPI, but
marginally worse for GDP growth. The statistical suite has the highest log score for
the CPI forecast at both 1 and 2 years-ahead horizons, closely followed by the BVAR,
but their forecasting performance is not statistically different (Figure 9 and Appendix
C). Both perform similarly when forecasting GDP densities 2 years ahead, but the
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Figure 9: Logarithmic scores for annual CPI inflation (lhs) and annual real GDP growth (rhs) at differ-
ent forecast horizons, 2000-2012. COMPASS (blue), BVAR (pink), Statistical suite (green) and Inflation
Report (red)

BVAR is less accurate at the 1 year horizon (Figure 9). The log scores of the Inflation
Report density forecasts are worse, though not statistically different from the BVAR’s,
for either inflation or GDP growth.

4 Similar studies for other advanced economies

Other studies have also compared forecasts from DSGE and BVAR models. Iversen et
al. (2014) investigate the case of the Sveriges Riksbank and explicitly contrast DSGE
and BVAR real-time forecasts since 2007, although the mapping between both mod-
els (in terms of variables) is not as exact as in our study. They find that the BVAR
model forecasts for inflation performed well both in absolute terms and relative to
the DSGE model forecasts and the Riksbank’s published forecasts. Whereas these re-
sults also suggest that BVAR forecasts tend to outperform those of a DSGE model,
they differ from our results in that, for Sweden, the BVAR’s forecasting performance
is superior for inflation, but not GDP.

A second study, by Christoffel et al. (2011), examines the forecasting performance
of NAWM, the ECB’s DSGE model, against Bayesian VAR benchmarks. Their exercise
differs from ours in a number of ways. First, the forecast evaluation period starts in
1999 and ends 2006, therefore missing the most recent financial crisis. Second, they
do not have a preferred BVAR, but rather assess NAWM against four BVARs which vary
in size and type of prior. Finally, the models are re-estimated annually, therefore less
frequently than in our study. Despite these differences, they also find that the DSGE
model is outperformed by a BVAR benchmark, both in terms of point and density
forecasts.
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5 Conclusions

This paper focusses on the relative forecasting performance of COMPASS and of its
BVAR analogue. Our results show that the BVAR generally outperformed COMPASS
when forecasting both GDP and its expenditure components, while the performance
of both models was similar when forecasting CPI. We also find that, despite under-
predicting inflation at most forecast horizons, the BVAR density forecasts outper-
formed COMPASS’, and that although both models over- predicted GDP growth at
all forecast horizons, the BVAR outperformed COMPASS at forecast horizons up to
1 year ahead. These results are broadly consistent with the findings of similar stud-
ies for other advanced economies. The BVAR’s point forecast performance was also
comparable to that of a Bank of England in-house statistical suite for both GDP and
CPI inflation and to the Inflation Report projections.

Besides probing our baseline assumption of running the forecast evaluation ex-
ercises conditioning on the exogenous variables in the BVAR, we think that the most
interesting avenue for further research in terms of forecasting performance evalu-
ation is to abandon the Minnesota and sum-of-coefficients priors to explore other
sources of priors for the estimation of the BVAR. For example, we’re currently experi-
menting with using COMPASS itself as a source of priors for the BVAR, and how that
affects forecasting performance, as in DeJong and Whiteman (1994).

Forecasting performance is not the only relevant dimension along which to com-
pare models. For example, one appealing feature of DSGE models is that they are fully
structural, and can thus serve as coherent story-telling devices, which is one reason
for their popularity in policy institutions. In order to be able to compare impulse re-
sponse functions and historical decompositions with those from COMPASS, we are
therefore also working on the identification of the BVAR, using a combination of sign
and zero restrictions, as in Haberis and Sokol (2014).
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Appendix A: The forecasts for world variables in COMPASS
and the BVAR

Because the UK is a small open economy, it makes sense to estimate a VAR model
where the world variables are treated as exogenous, such that they are not affected
by the UK business cycle. As such, we have a choice of what forecasts to use for these
exogenous variables:

1. COMPASS forecasts: One option would be to use the parameters from the ex-
ogenous block in COMPASS to produce forecasts for these variables for the BVAR.
This would align both information sets, but would have the disadvantage of be-
ing more far removed from the quarterly forecast process.

2. Exogenous forecasts: Another option would be to impose the internal staff fore-
casts for the exogenous world variables as conditioning paths for both COM-
PASS and the BVAR. This would also yield a ’clean’ comparison between both
models and would be closest to our regular forecasting process. However, this
would require assessing the density forecast performance of COMPASS with
conditioning paths.

As a compromise, we compare the BVAR with the world variables forecast from the
International Directorate imposed as conditioning paths against COMPASS without
any conditioning paths. Figure 10 shows that whereas using the International Direc-
torate’s forecasts does give the BVAR an information advantage, the improvement is
not large enough to drive the overall point forecast results. And this set up puts us
in a better place for when we are able to assess density forecasts with conditioning
paths.
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Figure 10: Annual CPI inflation (lhs) and quarterly GDP growth (rhs) root mean squared forecast
errors at different forecast horizons, 2000-2012. BVAR (pink), COMPASS (blue), COMPASS with world
conditioning path (black).
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Appendix B: Diebold-Mariano test statistics

Table 1: BVAR versus COMPASS: Diebold-Mariano Test Statistics for average RMSFEs,
2000-2012(a)

1 year forecast horizon 2 year forecast horizon
Annual CPI Inflation -0.60 +0.37

Annual real GDP growth -2.04** -1.42
Annual real private consumption growth -1.93* -1.43
Annual real business investment growth -1.60 -1.75*

(a) A negative (positive) number means the BVAR (COMPASS) is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).

Table 2: Annual CPI Inflation - BVAR versus other forecasts: Diebold-Mariano Test
Statistics for average RMSFEs, 2000-2012 (a)

1 year forecast horizon 2 year forecast horizon
Inflation Report -0.99 -0.95
Statistical Suite -0.32 -1.29

COMPASS -0.60 +0.37
(a) A negative number means the BVAR is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).

Table 3: Annual real GDP growth, BVAR versus other forecasts: Diebold-Mariano Test
Statistics for average RMSFEs, 2000-2012 (a)

1 year forecast horizon 2 year forecast horizon
Inflation Report -0.87 -1.57
Statistical Suite -0.23 -0.57

COMPASS -2.04** -1.42
(a) A negative number means the BVAR is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).
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Appendix C: Amisano-Giacomini test statistics

Table 4: BVAR versus COMPASS: Amisano-Giacomini Test Statistics for average
logscores, 2000-2012(a)

1 year forecast horizon 2 year forecast horizon
Annual CPI Inflation +2.34** +1.79*

Annual real GDP growth +0.63 -0.82
(a) A positive (negative) number means the BVAR (COMPASS) is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).

Table 5: Annual CPI Inflation - BVAR versus other forecasts: Amisano-Giacomini Test
Statistics for average logscores, 2000-2012 (a)

1 year forecast horizon 2 year forecast horizon
Inflation Report +1.27 +1.31
Statistical Suite -0.83 -1.63

COMPASS +2.34** +1.79*
(a) A positive number means the BVAR is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).

Table 6: Annual real GDP growth, BVAR versus other forecasts: Amisano-Giacomini
Test Statistics for average logscores, 2000-2012 (a)

1 year forecast horizon 2 year forecast horizon
Inflation Report -0.62 -0.05
Statistical Suite -1.75* -0.19

COMPASS +0.63 -0.82
(a) A positive number means the BVAR is more accurate.
** (*) denotes statistical significance at 5 percent (10 percent).
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