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1 Introduction

The Diamond-Mortensen-Pissarides (DMP) search and matching model has become the

standard theory of equilibrium unemployment. Given its popularity, one might expect

strong evidence of the model being consistent with key business cycle facts. However,

Shimer (2005) shows that the standard search and matching model, driven by Total

Factor Productivity (TFP) innovations, has a hard time replicating the cyclical behavior

of its central elements; namely the amplification of labour market variables, such as

unemployment, vacancies and the measure of labour market tightness present in the US

data. Under the common assumption that wages are negotiated through Nash bargaining

every period, wages tend to absorb most of the productivity innovations, generating little

amplification in profits per hire.1 This is referred to as the unemployment volatility puzzle

in the literature.

We highlight in this paper, for the first time to our knowledge, another important fea-

ture of the data that the standard search and matching model under rational expectations

(RE) is unable to replicate. This feature relates to survey forecasts of the unemployment

rate in the near term. One of the central variables in the search and matching model

is the unemployment rate, which households and firms have to forecast to make con-

sumption and vacancy posting decisions. Figure 1 shows the one and four step-ahead

forecast errors in unemployment rates obtained from the Survey of Professional Forecast-

ers (SPF). Note the systematic over/under-prediction of unemployment rates over the

business cycle made in the surveys by professional forecasters. Most importantly, the

forecast errors are positively correlated with the business cycle. and increase with the

forecast horizon. Forecast errors in unemployment rates are much more volatile relative

to output over the 4-quarter horizon. For instance, while the one quarter ahead forecast

error in the unemployment rate is 456 times as volatile as output in the US data, this

measure under RE is close to zero.

Since standard models assume rational expectations, they are inconsistent with the

survey data because agents do not make systematic errors in these models. The search

and matching model with RE is unable to match the properties of the forecast errors.

This paper provides a solution to this puzzle by examining the role of expectation for-

mation for hiring decisions. We replace the Rational Expectation assumption by a set of

simple autoregressive subjective beliefs that have gained recent popularity in the Adap-

tive Learning (AL) literature. This simple modification enables the model to match the

general features present in the data: it presents a solution to the unemployment volatility

puzzle as well as match the statistical properties of forecast errors in unemployment found

in US data. Our paper is the first one to highlight the role of expectation formation in

1Mortensen and Nagypal (2007) argue that the performance of the standard model featuring RE

beliefs depends on the variability of per hire rather than on the asusmption about the cyclicality of

wages.
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the study of hiring decisions and its capacity to match important features of labor market

data.

Figure 1: Forecast errors of unemployment from SPF. Notes. Forecast errors are expresed in percentage points

i.e. forecast unemployment rates minus actual unemployment rates for the period 1968Q4-2015Q2. The solid and dotted

lines denote the one-step and four-step ahead forecast errors respectively. The figure shows the forecast errors increase as

the time horizon of the forecast increases. Bands show the NBER recession dates. The forecast errors are negative during

recessions and positive during expansions.

We develop a simple search and matching model where wages are negotiated period

by period with the assumption of RE being replaced by subjective beliefs as in the AL

literature. Firms and households form forecasts of unemployment rates, wages, profits

and interest rates up to the infinite future to make consumption and hiring decisions using

simple autoregressive models to form expectations. Firms in our model face a dynamic

problem due to long-lasting employment relations modelled through search frictions. We

assume that agents have incomplete knowledge about the structure of the economy in

that they do not know the preferences and technologies of other agents in the economy.

Hiring decisions at the firm level depend crucially upon the perception of future profits

per hire.

We find that not all forms of adaptive learning provide a solution to the unemployment

volatility puzzle. In particular, when agents form their forecasts based on perceptions that

take the form of the rational expectations equilibrium (REE) solution then the amplifica-

tion results are not too dissimilar from RE. However, strikingly, assuming AL results in a

much better fit to the data than assuming RE when agents use small forecasting models

in their learning. In this sense, the results are consistent with Slobodyan and Wouters
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(2012).2 The AL models considered are in a sense minimal departures from the RE so-

lution. As shown the RE solution involves employment, wages, profits and interest rates

depending on the (only) state variable employment and the technology shock (assumed

to be of autoregressive process of order one i.e. AR(1) process). This RE solution may

in turn be written in an alternative way whereby wages, profits and interest rates are

auto-regressive moving average processes i.e. ARMA(2,1) processes while employment is

an autoregressive process of order two; i.e. an AR(2) process. We consider three variants

of small forecasting models motivated by the nature of the RE solution. The first model

we consider is a minimal departure from the RE solution in that agents assume the key

four endogenous variables (employment, wages, profits and interest rates) are all AR(2)

processes. The next model assumes these are all AR(1) processes. The final model we

consider is where agents perceive these four variables to evolve as a VAR(1) process: this

is a popular method of forecasting and is particularly appealing as it allows for possible in-

teractions among the key endogenous variables since agents under incomplete knowledge

are unaware of the general equilibrium restrictions among these variables.

We show that all of these models with adaptive learning generate much more amplifi-

cation in labour market variables compared to their RE counterpart (to different degrees).

For instance, for the AR(2) model, unemployment and vacancies are 7 and 10 times more

volatile than the corresponding measure of output, which is in line with US data; these

numbers are in fact 16 and 18 times higher than those in the corresponding RE model.

Our model matches well the statistical properties of forecast errors on unemployment

data taken from the SPF. In particular, the volatility and cyclical behavior of unemploy-

ment forecast errors generated by these models match the data closely. This finding is in

sharp contrast with the RE model and supports the type of perceived beliefs assumed in

the learning model.

In the search and matching literature, the job creation condition represents the opti-

mal decision rule for vacancy posting. Firms post vacancies until the expected marginal

cost of posting a vacancy equals the benefits of hiring an additional worker, which can be

expressed in equilibrium as the (infinite) sum of expected future profits generated at the

margin.3 Agents with incomplete knowledge about the structure of the economy tend to

become optimistic after a positive TFP innovation and this in turn leads to more vacancy

creation; the optimism is greater since firms forecast infinite periods ahead, which results

in more vacancy creation and greater amplification. This means that the impact effect

of productivity shocks on the present discounted value of profits is large because agents

make systematic forecast errors about the path of future wages. Since firms carry out

infinite horizon forecasts to choose how many vacancies to posts, firms’ discounting of

2Note, however, that we use the infinite horizon learning approach advocated by Preston (2005) unlike

the Euler equation learning approach of this paper.
3The solution to the model with RE beliefs is the same regardless of whether the decision rule for

vacancies is specified recursively or as an infinite sum of future profits per hire.
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future marginal products and wages turns out to be central.

Incidentally, there are a large number of studies that have attempted to provide solu-

tions to the unemployment volatility puzzle under the assumption of RE. Two prominent

solutions make relatively simple modifications to the standard search and matching model

to generate greater amplification. The first approach proposed by Hall (2005) and Shimer

(2005) introduces real wage rigidities. This means that, as wages cannot fully reflect pro-

ductivity shifts, there is further incentive for vacancy creation.4 The second popular

approach by Hagedorn and Manovskii (2008) (henceforth, HM) carries out a simple cali-

bration exercise that sets the value of non-market activity close to the value of search of

the worker.5 These characterisations of the labour market have been criticised on the fol-

lowing grounds: a) microeconometric evidence by Pissarides (2009) and Haefke, Sonntag,

and van Rens (2013) are suggestive that wages for newly hired workers are cyclical and

b) Costain and Reiter (2008) show that the implied elasticity of unemployment benefits

with respect to the unemployment rate arising from the calibration in HM is implausibly

large relative to the data.

The main assumption in the paper that economic agents engage in “learning” be-

havior has been incorporated into macroeconomic theory and used in a wide range of

applications, see Evans and Honkapohja (2001, 2003, 2006), Bullard and Mitra (2002)

and Preston (2005, 2006, 2008). The standard adaptive learning approach treats eco-

nomic agents like econometricians who estimate forecast rules, updating the parameter

estimates over time as new data become available. Agents update their forecasting model,

their forecasts of future variables and re-solve their dynamic optimization problem in or-

der to make their decisions. In the context of infinite-horizon learning, agents solve

dynamic optimization problems. This learning approach can be viewed as a version of

the anticipated utility approach formulated by Kreps (1998) used by Eusepi and Preston

(2011) and Kuang and Mitra (2016) within the context of the RBC model.6

The point that there is an important divergence between the implied expectations in

macroeconomic models with RE and the expectations drawn from surveys (eg. SPF) has

4Menzio (2005), Gertler, Sala, and Trigari (2008), Christoffel and Kuester (2008), Gertler and Trigari

(2009), Blanchard and Gali (2010) and Hertweck (2013), amongst others, extend this idea to a general

equilibrium setting.
5The list of solutions to the unemployment volatility puzzle is not exhaustive; see Menzio and Shi

(2011), Colciago and Rossi (2011), Alves (2012), Quadrini and Trigari (2008), Gomes (2011), Reiter

(2007), Guerrieri (2008), Robin (2011), Petrosky-Nadeau (2013) and Petrosky-Nadeau and Wasmer

(2013).
6In the anticipated utility approach recommended by Kreps, agents update their forecasts over time

but do not take into account the fact that their forecasting model will be revised in future periods. This

is a bounded rationality approach, since a full Bayesian approach would recognize the uncertainty in

the parameters of the estimated forecasting model. However, as noted by Cogley and Sargent (2008),

a full Bayesian approach in macroeconomic settings is typically “too complicated to be implemented,”

and thus the anticipated utility approach is an appealing implementation of bounded rationality. An

alternative approach by Adam and Marcet (2011) and Adam, Marcet, and Beutel (2016) derives jointly

the optimal decisions and belief updating rules from the utility maximisation problem in the context of

an asset pricing model.
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been made in the context of other models; see e.g. Adam, Marcet, and Beutel (2016),

Kuang and Mitra (2016), Slobodyan and Wouters (2012), Milani (2011) and Ormeno and

Molnar (2015). These papers show that systematic errors/gaps in variables such as GDP

and interest rates are evident in survey forecasts like the SPF.

The remainder of the paper is organised as follows. Section 2 describes the model

environment. Section 3 describes the RE solution of the model together with the learning

models considered in the paper. Section 4 presents the results of the model for the baseline

calibration. Section 5 evaluates the quantitative performance of the model in terms of the

forecast errors of unemployment and highlights the similarities and differences between

our approach and wage rigidities under RE beliefs. Section 6 analyses the robustness of

the results to alternative parameterisations and values of the gain parameter. Section 7

concludes.

2 Model

We propose a simple model featuring labour market search and matching frictions as

in Mortensen and Pissarides (1994) and a form of adaptive learning following Preston

(2005) and Mitra, Evans, and Honkapohja (2013). Our model economy is inhabited by

two types of agents: households and firms. There is a representative household consist-

ing of a continuum of workers that search for jobs if unemployed and work for firms if

employed. Following Andolfatto (1996), we make the assumption of perfect risk sharing

at the household level so that both employed and unemployed members of the household

consume equal amounts. Firms post job vacancies and employ workers with a lag so as

to produce final goods using labour as the only input of production. Households con-

sume the final goods supplied by firms. We assume that agents form their expectations

by updating their beliefs as new information becomes available. Agents make infinite

horizon (IH) forecasts about the future path of wages, interest rates, unemployment and

profits by running simple autoregressive models in order to make current decisions about

consumption and vacancy posting.

2.1 Labour Market

The labour market is frictional in that, from the perspective of the firm, it is costly to

post vacancies and, from the standpoint of workers, searching for jobs is a time consuming

process. Every period firms create new vacancies, sought by unemployed workers who

are continuously looking for new job opportunities. Following Shimer (2010), we assume

that workers that are matched at time  become productive at the beginning of next

period,  + 1. Worker-firm matches break up at the exogenous rate,  ∈ (0 1). The
aggregate number of matches, , depends positively on both the unemployment rate,
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, and aggregate vacancies, . We assume that the matching process is guided by a

matching function that exhibits constant returns to scale

 ( ) = ̄ 
1−
  (1)

where ̄ denotes the level of efficiency in the matching process,  the elasticity of the

matching function with respect to aggregate vacancies and the unemployment rate is

given by

 = 1−  (2)

We define the measure of labour market tightness as

 =  (3)

Due to the assumption of constant returns in the matching technology, we define the job

finding rate as  ( )  = ( 1) =  () and the job filling rate as

 ( )  =  (1 ) =  ()  (4)

Note that the job finding rate,  (), is increasing in the measure of labour market

tightness and the job filling rate,  (), decreasing.

2.2 Households

In our model economy there is a large representative household consisting of a continuum

of members in the unit interval that maximises its life-time utility

H ( ) = ∗

∞X
=

−U ( )  (5)

where ∗ denotes the subjective expectation of the household at time . H ( ) denotes
the value function of the household, which depends on last period savings and the period

employment rate. The period utility of the representative household depends positively

on consumption, , and negatively on employment, , and is defined by

U ( ) = log  − 

where   0 is a parameter that captures the disutility of employment at the level of the

household. The flow budget constraint is given by

+1


=  +  +  −  (6)
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where  denotes household savings at the end of period ,  the real interest rate and 

aggregate profits, which are rebated to the household at the end of each period. There

is a continuum of firms indexed by  ∈ [0 1]; the aggregate employment rate is the sum
of employment across firms,  =

R 1
0
 , while  =

R 1
0
 and  =

R 1
0


are the pooled wage bill and profits respectively. In addition, the employment rate at the

household level evolves according to

+1 = (1− ) +  ()  (7)

The representative household chooses the level of consumption to maximise its life-time

utility, (5), subject to the flow budget constraint, (6), and law of motion of employment,

(7). The household’s problem can be written in terms of the following Bellman equation

H ( ) = max
+1

{log  −  + ∗H (+1 +1)} 

together with the constraints (6) and (7). By combining the first order conditions with

respect to  and , we obtain the standard Euler equation

1


= ∗



+1
 (8)

This condition states that the household’s marginal utility derived from consumption at

time  must equal the marginal utility of consumption derived at time + 1 expressed in

terms of time .

The envelope condition with respect to  gives

H ( )


=



− +  [1− −  ()]

∗


H (+1 +1)
+1

· (9)

This condition states that the net marginal value of having a member of the household

employed at firm  is equal to the net flow value of employment, the difference between

the wage, expressed in terms of utility, and the utility cost of working, plus the net

continuation value of employment.

By iterating forward the budget constraint, (6), and substituting for future values of

savings, we can find an expression for consumption

 +∗

∞X
=1

−1
++ =  +  +  +∗

∞X
=1

−1
+(++ + +) (10)

where + =
−1Q
=0

+,  ≥ 1. The household’s perceived transversality condition,
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lim
→∞

∗
−1
++ = 0

holds. This expression states that the present discounted value of consumption is equal

to the sum of perceived human and non-human wealth.7

2.3 Firms

Our model economy features a continuum of large firms of measure  ∈ [0 1]. Each firm
 employs labour to produce consumption goods using the following technology

 = 

 (11)

where  denotes output at the firm level,  employment and  ∈ (0 1] the aggregate
elasticity of output with respect to labour. In the baseline calibration, we assume constant

returns to scale, i.e.  equal to 1, but later on we also examine the case of decreasing

returns to scale in Section 6. The productivity innovation  follows an exogenous process

given by

ln +1 =  ln  + +1 with  ∼  (0 )  (12)

where  ∈ (0 1) denotes the persistence of the technology process and  is an i.i.d.

innovation with mean zero and standard deviation .

Since posting vacancies is costly, period profits, , at time  may be written as

 = 

 −  − C ()  (13)

where  the number of job openings at the firm level and C (·) is a convex and increasing
vacancy cost function. The problem of each firm is to choose  so as to maximise the

present discounted value of expected profits, which may be written as

max
+

 +

∞X
=1

∗
−1
++ for  ≥ 0 (14)

subject to the law of motion of employment at the firm level

+1 = (1− ) +  (15)

The Bellman equation of this problem may be written as

J () = max


©
 +∗

−1
 J (+1)

ª


7Note that profits are large under decreasing return but small under constant returns.
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so that the problem of firm  is to maximise the above equation subject to (11) and (15).

The first order condition with respect to  is

C0 () =  ()
∗


−1
 V+1 (16)

where V = J 0() denotes the marginal value of having an additional worker employed

at the firm. Equation (16) states that the marginal cost and benefit of posting a vacancy

must be equal. The envelope condition with respect to  is

V = 
−1
 −  + (1− )∗

−1
 V+1 (17)

This condition simply states that the value of having an additional worker employed at

the firm must be equal to the flow value - the marginal productivity of employment net

of wage costs - plus the continuation value of employment at the firm.

By leading equation (17) one period forward, multiplying both sides of the expression

by the stochastic discount factor, 1

, taking the expectation at time  and combining the

resulting expression with equation (16), we obtain the following job creation condition

C0 ()
 ()

= ∗
−1


∙
+1

−1
+1 − +1 + (1− )

C0 (+1)
 (+1)

¸
 (18)

This condition is central to our analysis since it determines the optimal number of va-

cancies that firm  would like to post. The expression simply states that the expected

cost of a filled vacancy must be equal to its marginal benefit, which consists of expected

profits and savings generated from the additional match. This way of formulating the

firm’s problem means that the choice of current vacancies is based on the forecast of

future labour market conditions. The expected marginal cost of opening a vacancy can

be re-written in terms of the perceived sum of future profits per additional hire,

C0 ()
 ()

=

∞X
=1

(1− )
−1

∗
−1
+

£
+

−1
+ − +

¤
 (19)

Note that this expression states that the value of an additional job must be equal to the

sum the future stream of profits that this job is expected to generate. In order to post

the optimal number of vacancies, firm  must make forecasts up to the infinite future.

The firm perceives the following transversality condition holds:

lim
→∞

(1− )
−1

∗

∙
−1

+

C0 ()
 (+)

¸
= 0
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2.4 Wage Negotiation

Wages are negotiated according to a Nash bargaining protocol. The wage  maximises

the joint surplus of a match between workers and firms,

argmax


∙
H ( )




¸
(V)1− 

where  ∈ (0 1) denotes the workers’ bargaining power or, alternatively, the share of
surplus taken by the worker.8 Note that the household’s surplus is the product of the

marginal value of having a member of the household employed at firm  , defined in

equation (9), and  (the inverse of the marginal utility of consumption). Dividing
H()



by the marginal utility of consumption translates utility units of H in terms of goods.

The first order condition of this problem then yields the standard sharing rule that

characterises the optimal split of the aggregate surplus between workers and firms,

(1− )

∙
H ( )




¸
= V (20)

To derive an expression for the bargained wage, , we assume that expression (20) holds

for subjective expectations (see equation (49) in Appendix A.1 and the details therein).9

Furthermore, we assume that C () takes a linear form, C () = , as is standard in

the literature, where  denotes the unitary vacancy cost. Thus, we obtain

 = 
−1
 +  + (1− ) (21)

The bargained wage is a weighted average of the marginal product of employment, the

cost of replacing the worker and the opportunity cost of working.10

2.5 Aggregation and Market Clearing

We make the assumption that households and firms share the same set of beliefs about

the future. This assumption is reasonable because a) firms are owned by their employees,

b) household members and firms coordinate on expectations during the wage negotiation

process. This assumption of homogeneity in expectations across households and firms,

∗ = ∗, implies a symmetric equilibrium i.e.,  =  and  =  for all  and .

8The match values of the employment is specific to each member of the household and each employee

of the firm.
9In line with what it is assumed under RE, this assumption makes it easy for the worker and the firm

to agree on the bargained wage. This is a convenient simplifying assumption for our purpose. There

may be alternative (more complex) ways of agreeing the bargained wage which we leave for future work.
10As shown by Krause and Lubik (2007), the aggregate effects of intra-firm bargaining are negligible in

a standard search and matching framework with concave production functions. Thus, we abstract from

intra-firm bargaining in the analysis.
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The market clearing condition in the goods market can be obtained by summing up

the period budget constraints and period profits (over )

 +  =  (22)

Imposing symmetry and following Mitra, Evans, and Honkapohja (2013), we assume

households use a consumption rule based on a linearisation of (10) around the steady

state values (̄ ̄ ̄ ̄ ̄). A tilde over a variable  denotes the deviation of the variable

from its steady state value (i.e. ̃ = − ̄; where ̄ denotes the steady state value of ).

The linearised household’s behavior rule is given by

̃

1− 
= ̃ + ̄̃ + ̄̃ + ̄̃+1 + ̃ − (̄̄+ ̄)2

1− 
̃ +

∞X
=2

̄̃+ +

∞X
=1

∗

"
̄̃+ + ̃+ − (̄̄+ ̄)

−1X
=1

̃+

#
 (23)

We make the assumption that initial financial wealth is zero (and by symmetry it is

zero in all future periods). It is then convenient to re-write (23) as

̃

1− 
= ̄̃ + ̄̃ + ̄̃+1 + ̃ − (̄̄+ ̄)2

1− 
̃ + S

 + S
 + S

 − S
 (24)

where

S
 =

∞X
=1

̄∗ ̃+ S
 =

∞X
=2

̄∗ ̃+

S
 =

∞X
=1

∗ ̃+ and S
 = (̄̄+ ̄)

∞X
=1

"
∗

−1X
=1

̃+

#


The S
S

, etc variables denote the discounted sums of future forecasts and are key for

understanding the dynamic properties of the model that we explain at a later stage.

In line with the household problem, firms use a vacancy posting rule based on lineari-

sation of equation (19) around the steady state values of ̄, ̄, ̄, ̄ and ̄. The firms’

behavioral rule is therefore

̄1̄̃ −
∙


̄2
+ ̄1̄

¸
̃ = ̄1 (1− ) ̃ − (̄̄2 − ̄)2

1− (1− )
̃ +

∞X
=2

(1− )
−1

∗ ̄1̃+ +

∞X
=1

(1− )
−1

∗

"
̄2̃+ − ̃+ −

¡
̄̄2 − ̄

¢


−1X
=1

̃+

#
 (25)
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where ̄1 = (− 1)̄̄−2 and ̄2 = ̄−111 We re-write (25) as

̄1̄̃ −
µ


̄2
+ ̄1̄

¶
̃ = ̄1 (1− ) ̃ − (̄̄2 − ̄)2

1− (1− )
̃ + S

 + S
 − S

 − S
 (26)

where

S
 =

∞X
=1

(1− )−1̄2
∗
 ̃+ S

 =

∞X
=2

(1− )
−1

̄1
∗
 ̃+

S
 =

∞X
=1

(1− )
−1

∗ ̃+ and S
 = (̄̄2 − ̄)

∞X
=1

(1− )
−1

+1
−1X
=1

∗ ̃+

The informational assumptions used in the derivation of equation (26) are detailed in Ap-

pendix A.2. In particular, households and firms are assumed not to observe ̃ ̃+1 ̃

and ̃ when they form their forecasts at time . The standard assumption in the learning

literature is to assume that agents’ forecasts at  from period  + 1 onwards are based

on past endogenous variables (here  −1 −1 and −1). This approach conveniently

avoids the simultaneous determination of forecasts and endogenous variables.12 This in-

formational assumption is particularly appealing here since the standard search literature

is calibrated to monthly frequency and the data is generally available with a lag; viewing

households and firms as having knowledge of contemporaneous monthly aggregate vari-

ables when forming their forecasts is therefore implausible. Wage determination in the

search and matching literature is different from the standard neoclassical model and it

entails a more complex decision problem involving expectations. Under RE, households

and firms know that their expectations are the same. However, in our context, agents

may not know this to be true ex-ante. Ex-post, the bargained wage ̃ will depend on ag-

gregate variables such as ̃; see equations (21) or (27) below. In addition, the assumption

of time-to-hire is such that workers are matched to employeers in period  but can only

start working in period  + 1. For all these reasons, the assumption of pre-determined

forecasts in this model is particularly plausible and we maintain this assumption in the

paper. An interpretation, owing to Evans and Honkapohja (2006), is that these forecasts

are obtained by households and firms from an econometric forecasting firm before going

to the market place. Armed with these forecasts, equations (24) and (26) provide a con-

sumption schedule for the representative household and a vacancy posting rule for firms

which they take to the market place. These (along with other equations outlined below)

determines a temporary equilibrium for the economy where contemporaneous monthly

11Note that ̄1 is 0 and ̄2 is 1 when the production function exhibits constant returns to scale. For

brevity, we denote by b the absolute deviation of  ().
12The alternative approach would be to assume that current dated (here monthly) endogenous vari-

ables are included in the forecasts of agents so that these endogenous variables and their forecasts are

determined simultaneously. As explained this approach is less realistic given the monthly frequency of

the model.
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values of endogenous variables eg. ̃ ̃ ̃ ̃ ̃ and ̃ and ̃+1 are all simultaneously

determined.

We turn to the other equations in the model. First, we linearise equation (21) around

the steady state and integrate it over  to find an expression for the aggregate wage

̃ = ̄2̃ + ̄1̃ + ̃ + (1− )̃ (27)

Similarly, we linearise the unemployment rate (2), the production function (11), the

profit function (13), the law of motion of employment (15) and the goods market clearing

condition (22) to get the following conditions

̃ + ̃ = 0 (28)

̃ = ̄̃ + ̄̄−1̃ (29)

̃ = ̄̄−1̃ + ̄̃ − ̄̃ − ̄̃ − ̃ (30)

̃+1 = (1− ) ̃ + ̄̃ + ̄̃ (31)

̃ + ̃ = ̃ (32)

We also linearise equations (3), (4) and (12) to get

̄̃ + ̄̃ = ̃ (33)

̃ = ( − 1)̄
−2

̃ (34)

̃+1 = ̃ + +1 (35)

We now define a temporary equilibrium for this economy. A temporary equilibrium

is a set of values for the variables ̃, ̃, ̃, ̃, ̃, ̃, ̃+1, ̃, ̃, ̃ that, given the

exogenous stochastic process {̃}∞= and the initial condition ̃, satisfy the system of

equations consisting of (24) and (26)-(35). This equilibrium is determined as follows. In

every period  given their forecasts, households enter the market with their consumption

schedule (24). Similarly, given their forecasts, firms enter the market with their vacancy

posting rule (26). These equations, together with the other equations outlined earlier

(which do not depend on forecasts), determine simultaneously the temporary equilibrium

values of ̃, ̃, ̃, ̃, ̃, ̃, ̃+1, ̃, ̃, ̃ at time . To complete the description of

temporary equilibrium one specifies how forecasts are formed. As argued before, in this

model it is plausible to assume that forecasts of firms and households are pre-determined

when they are brought to the market. The temporary equilibrium for the current period

provides a new data point for the agents. Given these new data, the forecasts of agents

are updated at the start of the following period using versions of recursive least squares
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algorithm (which we explain later).

3 RE and Learning with Correctly Specified Beliefs

The RE solution of the model is of the following form

+1 = ̄ + ̄ + ̄ ̃ (36)

 = ̄ + ̄ + ̄̃

 = ̄ + ̄ + ̄̃

 = ̄ + ̄ + ̄ ̃

since employment and productivity are the only state variables in this model. The RE

solution is expressed in levels rather than in deviations from their steady state values.

Under RE agents know that the productivity innovation follows an autoregressive process

and also the dispersion of that innovation. Rational agents have complete information

about the structure of the economy and know with certainty the true parameter values of

policy functions (denoted with a bar over the parameter). The solution of the RE model

is then used to forecast future values of the endogeneous variables. Therefore, rational

agents make no systematic mistakes. As is well known, the RE model is not able to

match the amplification present in the labour market data since productivity shocks are

unable to increase by much profits per hire at the margin. More detailed explanations

are provided in Section 4.4.1.

Under adaptive learning (AL), agents are assumed to have perceived laws of motion

(PLMs) of the same form as equation (36) but do not have knowledge of the RE parame-

ters (̄, ̄ and ̄), learning them as new information becomes available. In particular,

the correctly specified beliefs of agents consist of the following set of equations

 =  +  + ̃ +  for  = {+1   }  (37)

where  are white noise processes. Agents are assumed to behave as econometricians and

estimate parameters   and  by running regressions of variables like employment,

profits, wages and interest rates on past employment and TFP innovations. This belief

system entails only a mild deviation from RE. Tables 8 and 9 in Appendix B show that

this belief system suffers from the same problem as the RE model i.e. it is not able

to provide a solution to the unemployment volatility puzzle and unable to match the

forecast error properties in the data.13 This seems to be the case since the correctly

specified beliefs converge to the RE solution. We, therefore, turn to a situation where

13The computations in these tables use the same definitions used in Tables 3, 4 and 5; please refer to

sections 4 and 5.
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agents use smaller forecasting models and consider if this can provide a resolution to

these problems.

Before doing so we first note that, following Campbell (1994), the RE solution (36)

may be written in an equivalent way. This RE solution involves  as an AR(2) process

and    as ARMA (2,1) processes. In particular, this solution can be shown to be

of the following form

+1 = 1̄ + 2 − 3−1 + ̄ (38)

 = 1̄ + 2−1 − 3−2 + ̄ + (̄̄ − ̄̄) −1

 = 1̄ + 2−1 − 3−2 + ̄ + (̄̄ − ̄̄) −1

 = 1̄ + 2−1 − 3−2 + ̄ + (̄̄ − ̄̄) −1

where 1 = (1− ̄) (1− ̄)  2 = (̄+ ̄) and 3 = ̄̄.

Using correctly specified beliefs of the form (38) (or (36)) requires a lot of knowledge

from agents: they need to know that solutions for the endogenous variables are exactly

of the form above. In practice, ARMA type processes are significantly more difficult to

estimate. Recent experimental evidence by Hommes, Sonnemans, Tuinstra, and van de

Velden (2005) and Heemeijer, Hommes, Sonnemans, and Tuinstra (2009) suggests agents

estimate simple univariate autoregressive models to make forecasts about future vari-

ables. Slobodyan and Wouters (2012) too show that univariate autoregressive forecasting

models can fit the data better than the RE model and are also closely related to the

survey evidence. Using AR type PLMs are hence very appealing.14 For generality, we

also allow beliefs where agents estimate vector-autoregressive (VAR) models. This set

of beliefs is appealing since it allows interactions among the key endogenous variables

    whilst being easy to estimate; it is also a popular forecasting tool in many

policy institutions. We deviate from RE in assuming that agents forecast the values of

the variables of interest based on simple AR or VAR belief specifications and examine

whether these belief specifications have the ability to get the search and matching model

closer to the data. Agents have incomplete knowledge about the structure of the econ-

omy and they observe only their own objectives and constraints but do not observe other

agents’ preferences and beliefs. Thus, they do not know that their decisions are identical

to those of other agents.

14Using AR (or VAR) beliefs obviates the need for agents to use productivity in their regression

equations (37). We remark that Slobodyan and Wouters (2012) use AR(2) PLMs as their preferred

specification in estimating medium-scale DSGE model based on small forecasting models. Their model

features a wider set of nominal and real frictions and the dynamics of their model is driven by multiple

innovations.
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3.1 Learning with Autoregressive Beliefs

In this model we propose alternative beliefs systems of autoregressive form.15 The sim-

plest forecasting model that is closest to the RE model is one where all endogenous

variables are forecasted using univariate autoregressive processes of order two i.e. AR(2)

processes. This serves as our benchmark for agents’ beliefs. In particular, we assume

that agents have Perceived Law of Motions (PLMs) of the form

 = 0 + 1−1 + 2−2 +  for  = {+1   } 

where  are white noise processes. Like RE, the belief system is expressed in levels.

This belief specification represents only a modest departure from RE: the key difference

with the RE solution is that the moving average (MA) terms are dropped from  

and  (the employment equation is correctly specified).
16 This seems like a reasonable

assumption since wages, interest rates and profits are determined simultaneously by gen-

eral equilibrium considerations and depend on aggregate variables like ̃: eg. firms do

not know the equilibrium mapping from these endogenous variables to market outcomes.

We now explain parameter updating under this set of beliefs. LetΦ =
³
0 1 2

´0
for  = {+1   } and Ψ =

³
1 −1 −2

´0
. We assume that agents use a

constant gain Recursive Least Squares (RLS) algorithm to update their beliefs

Φ = Φ−1 + −1Ψ−1
³
−1 −Φ

0
−1Ψ−1

´0
 (39)

 = −1 + 
³
Ψ−1Ψ

0
−1 −−1

´


where  ∈ (0 1) denotes the constant gain learning parameter and is the precision (3 x

3) matrix associated with each equation. Constant-gain least squares is widely used in the

adaptive learning literature because it weighs recent data more heavily. See for example

Sargent (1999), Cho, Williams, and Sargent (2002), McGough (2006), Orphanides and

Williams (2007), Ellison and Yates (2007), Huang, Liu, and Zha (2009), Eusepi and

Preston (2011) and Milani (2011). Evans, Honkapohja, and Williams (2010) provide a

Bayesian justification for the constant gain RLS algorithm. In particular, they show that

constant gain RLS learning algorithm asymptotically approximates the Bayesian optimal

estimator when agents allow for drifting coefficients models. In addition, we assume that

15These alternative belief specifications are similar in spirit to the simple wage rule models proposed

by Christiano, Eichenbaum, and Trabandt (2016) within the RE literature, where the wage rules are

autoregressive.
16Under the proposed belief system the economy converges to a restricted perceptions equilibrium

(RPE) as in Sargent (1999), Cho, Williams, and Sargent (2002) and Branch and Evans (2006a) that is

different from the RE equilibrium (see Chapter 13.1 of Evans and Honkapohja (2001), Branch (2004) for

a discussion and Huang, Liu, and Zha (2009) for an application to the growth model). As our interest is

in matching unemployment volatility and survey forecasts, we do not study the nature of this RPE.
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agents estimate the persistence parameter  of the exogenous productivity process (12)

using constant gain RLS; this captures their uncertainty about the persistence of the

productivity process perhaps changing over time.17

Agents update their beliefs over time by revising the value of parameters using a Re-

cursive Least Squares (RLS) algorithm. At the beginning of each period, agents inherit

the parameters of their belief system from the previous period, make forecasts and com-

pute the present discounted sums that allows them to form consumption and vacancy

posting decisions at every point in time. At the end of each period, agents are informed

about factor prices, (un)employment and profits and they update their beliefs in the fol-

lowing period. In the learning literature, it is standard to assume that for the parameter

estimation agents use data available up to period − 1; eg.  −1 −1 and −1 which

is what we do here.

We investigate an alternative set of beliefs that entails further deviations from RE. A

natural choice as a belief system is the univariate auto-regressive processes of order one,

i.e. AR(1) beliefs. In this case the Perceived Law of Motions (PLMs) are of the form

 = 0 + 1−1 +  for  = {+1   } 

where  are white noise processes. Agents use RLS algorithms in their estimation and

form their forecasts based on the AR(1) model using the informational assumptions stated

before.

A final set of beliefs we consider is one that allows for interactions between endogenous

variables. A typical way to allow for such interactions is to estimate vector auto-regressive

(VAR) models. Adopting multivariate autoregressive models to compute forecasts tends

to reduce the informational constraints that are present in simple univariate models. As

a result, agents can potentially capture (unknown) general equilibrium effects and reduce

forecast errors. In one sense, the AR specifications endow agents with more specific

knowledge about the form of the RE solution in that these PLMs do not allow for direct

dependence of any variable on the lags of other variables. The VAR specification, on

the other hand, allows agents to be relatively agnostic of the RE beliefs. Unlike the

univariate AR(2) and AR(1) belief specifications, the VAR(1) forecasting model allows

possible interactions among variables (employment, profits, wages and interest rates).

The VAR(1) nests the univariate AR(1) model but not necessarily the AR(2) specification.

Since VARs have become standard forecasting tools in many macroeconomic institutions,

whilst being simple to estimate, we view this as as a plausible and attractive way for agents

17In the AL literature, typically it is assumed that  is known since it can be estimated consistently

from the exognenous process by RLS. Here we prefer to be realistic about the uncertainty firms may

face.
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to form their forecasts in the learning set-up. For VAR(1), the PLM is of the form

 = 0 +1−1 +  for  = (+1   )
0

where 0 is a 4x1 matrix, 1 a 4x4 matrix and  a vector of white noise processes.

Similarly, constant gain RLS algorithms are used to estimate the elements of matrices

0 and 1 in order for agents to form their forecasts. For economy of space, we do not

present the learning algorithms here.

4 Numerical Results

4.1 Calibration

We set the structural values of the parameters in the model following a standard calibra-

tion exercise. First, we choose some parameter values using a priori information. Second,

the choice of remaining parameters ensures that the stationary equilibrium of the model

matches a number of stylised facts as observed in the post-WWII US economy. As is

standard in the search and matching literature, a period in our model corresponds to a

month in the data.

The parameters chosen using a priori information are the subjective discount factor

(), the exogenous separation rate (), the worker’s bargaining power (), and the elas-

ticity of the matching function with respect to vacancies (). The value of  is set to

0996, which implies an annual real interest rate of about 4%. The value of  is calibrated

to 0033 in order to match the evidence that jobs last on average two and a half years as

estimated in Davis, Haltiwanger, and Schuh (1996). We set the value of  at 0.5 in line

with the literature. This value lies within the plausible interval of [05 07] as surveyed by

Petrongolo and Pissarides (2001). In order to facilitate comparability with the existing

literature,  is chosen to be 05 (the choice of the values of  and  ensures that Hosios

(1990) condition is met.). The elasticity of output with respect to employment, , is set

to 1. Following Shimer (2010), we choose the persistence of the technology shock, , to

be 098 and the standard deviation of the productivity shocks to be 0005.

The remaining three labour market parameters, namely , ̄ and , are set to match:

) a vacancy cost to output ratio of 0.01 in line with Andolfatto (1996), Gertler and

Trigari (2009) and Blanchard and Gali (2010);

) a vacancy filling rate of 27.8% as estimated by Shimer (2005), which is consistent

with a quarterly rate of 70% as in Trigari (2006) and den Haan, Ramey, and Watson

(2000);
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Description Parameter Value

Discount Factor  0996

Parameter in the Utility Function  0882

Efficiency of the Matching Technology ̄ 0379

Elasticity of the Matching Function  05

Bargaining Power  05

Unitary Vacancy Posting Cost  0084

Separation Rate  0033

Elasticity of Output w.r.t. Employment  1

Productivity Level ̄ 1

Persistence of Productivity Shocks  098

St. Dev. of Productivity Shocks  0005

Gain Parameter  0002

Table 1: Calibrated Parameters - Monthly

) an unemployment rate of 6%, which corresponds with the standard ILO definition

of unemployment for the post-WWII US average.

The resulting replacement ratio — computed as the disutility of work over the wage

and the marginal utility of consumption () — is equal to 83%, which is above the

value of 70% suggested by Mortensen and Nagypal (2007). According to a study by

Hagedorn and Manovskii (2008), a total replacement ratio of around 95% can generate

labour market fluctuations that are in line with the empirical evidence. Their study argues

that, if the outside option of the worker is high (this happens when both  is low and

the replacement ratio high), then (steady state) firm’s profits are small and can generate

greater amplification in labour market variables. The replacement ratio in their study

is equal to the value of non-market activity that includes both unemployment subsidies

and home production. Costain and Reiter (2008) have criticised this calibration because

it gives rise to excessive sensitivity of unemployment to unemployment benefits. The

resulting replacement ratio ensures that our results are not driven by the Hagedorn and

Manovskii effect. This will become clear once we examine the amplification properties of

the model under RE beliefs. Table 1 provides a summary of the parameters used in the

baseline calibration of our hypothetical model economy.

We choose the gain parameter in the learning algorithm to be  = 0002 (equivalent

to a value of 0006 in the corresponding quarterly model), which implies that agents use

past data to update their beliefs for around 42 years (10002 = 500 months). There

is lack of consensus in the learning literature concerning the constant gain parameter,

which ranges from 0002 to 0035 at quarterly frequencies. See for example Eusepi and

Preston (2011), Branch and Evans (2006b), Milani (2007) and Orphanides and Williams

(2007). The value chosen for this parameter is relatively small because we exclude policy

considerations (for example as in Mitra, Evans, and Honkapohja (2016) or Mitra, Evans,

and Honkapohja (2013) where a higher gain parameter is used) but lies within the range
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̂ ̂ ̂ ̂ ̂ ̂
1̂ 1 057 940 884 1782 079

 (b1 b2−1) 081 090 091 089 091 080

̂ 1 079 083 −078 083 085

̂ − 1 090 −097 095 063

 (b1 b2) ̂ − − 1 −091 098 069

̂ − − − 1 −098 −061
̂ − − − − 1 066

̂ − − − − − 1

Table 2: Summary Statistics, Quarterly US Data

Notes. Relative standard deviations, autocorrelation and correlation coefficients in this Table correspond to the quarterly

data series detrended using a Hodrick-Prescott filter with smoothing parameter 1600. Each data series x correspond to a

variable in the model. The term (1 2) stands for the correlation coefficient between variables 1 and 2

of parameters suggested in the literature. We conduct a robustness exercise with different

values of the gain parameter in Section 6.

4.2 US Data

In this section we compare the main statistical properties of the simulated labour market

series generated from the model with the corresponding series in the US data, in particular

focusing on second moments. It is standard practice, in one-worker-one-firm models, to

compute the standard deviations of labour market data relative to productivity, but, in

large-firm models, the standard measures that capture the volatilities of data are typically

divided by the corresponding measure of output. Since our model is a large-firm model,

we take the latter approach to compute relative standard deviations.

The seasonally adjusted series of (un)employment is taken from the Bureau of Labour

Statistics (BLS). As a proxy for vacancies we merge the seasonally adjusted help-wanted

advertising index released by the Conference Board with the vacancy series calculated by

Barnichon (2010). Aggregate output is measured as seasonally adjusted real GDP, which

is drawn from the National Income and Product Account (NIPA) tables 116 and 115.

All data series are quarterly and cover the period ranging from 19511 to 20144 (due

to the data availability on vacancies). Table 2 summarises the main cyclical properties

of the logged detrended series.

One of the most salient features in the data is the high volatility of unemployment,

vacancies and labour market tightness as reported in Table 2. In particular, both vacan-

cies and unemployment are about 940 and 884 times more volatile than the aggregate

output respectively. Moreover, the measure of labour market tightness is around 1782

times more volatile than output.18

18Another well known stylised fact in labour market dynamics is the negative relationship between

vacancies and unemployment, also known as the Beveridge curve.
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4.3 Simulation Results

We simulate a search and matching model under the different belief specifications and

compare results. We use standard methods to solve and simulate the RE model. We

initiate the simulations of our learning models from values consistent with the deteministic

steady state and then generate a series for 10 900 periods using the learning algorithm

previously stated. The first 10 000 periods ensure convergence and are discarded. We

keep the remaining 900 observations, which correspond to 75 years of data, so as to

guarantee that the simulated series are free from any transitional dynamic considerations.

We then repeat this procedure 1 000 times and report the mean values of the variables

of interest.19 Since our model is calibrated for monthly frequencies and the US data is

reported only in quarterly frequencies, we then convert the monthly simulated series into

quarterly frequencies. Finally, we transform the simulated series from deviations into

percentage deviations by dividing the simulated series by the corresponding steady state

values.

Tables 3 and 4 report the statistical properties of the simulated series of interest

under learning for all three belief specifications. In the tables and figures below, a hat

over a variable denotes the percentage deviation of the variable from its steady state

value (eg. ̂ = ̃̄). Table 3 shows that the RE model generates very little amplification

in labour market variables. The table shows that the search and matching model with

learning can replicate the second moments of the US labour market remarkably well.

All the learning models provide a good match for the relative volatility in vacancies,

unemployment and labor market tightness. For instance, in the AR(2) specification,

vacancies and unemployment are about 887 and 700 times more volatile than output

respectively with the corresponding numbers in US data being 930 and 884 All the

learning models do significantly better than the RE model in matching amplification in

the data. The correlations and autocorrelations in the VAR(1) model are, however, worse

than those in the AR(1) and AR(2) specifications.

4.4 Impulse Responses

In this sub-section, we study how labour market variables respond to a TFP innovation

and compare the dynamics under RE and learning. Following Eusepi and Preston (2011),

the impulse responses of the learning model are computed by simulating the model twice

over 10 000+120 periods. We add to the first simulation a positive 1% standard deviation

19We check the stability of each learning model at each point in time by examining the highest eigen-

value of the system and when this stability condition is not met we disregard the entire draw. We discard

around 12% of the draws in the univariate AR models and around 23% in the VAR(1) model. The initial

values of parameter estimates in each regression equation is typically set at zero with the intercept terms

set equal to the corresponding deterministic steady value of the variable. The precision matrices are set

equal to the identity matrix to start the simulations. We have experimented with other initial values

and our results do not change significantly.
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Model Statistics ̂ ̂ ̂ ̂ ̂ ̂
̂1̂ 1 003 050 043 091 100

 (b1 b1−1) 096 097 092 097 096 096

̂ 1 099 099 −099 100 100

RE ̂ − 1 096 −100 099 099

 (b1 b2) ̂ − − 1 −096 099 099

̂ − − − 1 −099 −099
̂ − − − − 1 100

̂ − − − − − 1

̂1̂ 1 058 1140 916 1985 092

 (b1 b1−1) 095 094 071 094 089 094

̂ 1 095 083 −096 092 100

AR(1) ̂ − 1 094 −099 099 093

 (b1 b2) ̂ − − 1 −086 097 079

̂ − − − 1 −096 −095
̂ − − − − 1 089

̂ − − − − − 1

Table 3: Summary Statistics: RE and AR(1) learning model

Notes. Relative standard deviations, autocorrelation and correlation coefficients in this Table correspond to the quaterly

simulated series expressed in percentage deviations from steady state value. The term (1 2) stands for the correlation

coefficient between variables 1 and 2

Model Statistics ̂ ̂ ̂ ̂ ̂ ̂
1̂ 1 044 887 700 1521 094

 (b1 b1−1) 095 094 070 094 089 094

̂ 1 094 080 −095 090 100

AR(2) ̂ − 1 092 −098 099 092

 (b1 b2) ̂ − − 1 −083 096 076

̂ − − − 1 −095 −094
̂ − − − − 1 088

̂ − − − − − 1

1̂ 1 031 867 483 1160 099

 (b1 b1−1) 089 059 −007 061 035 088

̂ 1 064 030 −071 052 100

VAR(1) ̂ − 1 077 −091 095 059

 (b1 b2) ̂ − − 1 −043 093 022

̂ − − − 1 −074 −069
̂ − − − − 1 045

̂ − − − − − 1

Table 4: Summary Statistics: AR(2) and VAR(1) learning models

Notes. Relative standard deviations, autocorrelation and correlation coefficients in this Table correspond to the quaterly

simulated series expressed in percentage deviations from steady state value. The term (1 2) stands for the correlation

coefficient between variables 1 and 2
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(productivity) shock in period 10 001 and compute the impulse responses as the difference

between the two resulting set of impulse responses from period 10 001 onwards. This

experiment is then repeated 1 000 times and the mean impulse responses of the variables

of interest are reported. The simulated series are converted into quarterly frequencies

and then expressed in percentage deviations from steady state values.

Figure 2 shows the impulse responses of aggregate output, (un)employment, vacancies,

labour market tightness and the job filling rate to a positive TFP innovation under

learning and RE. The impulse responses under RE display negligible amplification relative

to the learning models. Firms endowed with RE beliefs correctly understand the general

equilibrium restrictions that determine future wages. For this reason, expected wages tend

to absorb most of the productivity increase and, as a result, unemployment, vacancies

and the measure of labour market tightness respond only marginally to a TFP innovation.

Very distinct dynamic responses are observed under learning to a positive TFP in-

novation for all three belief specifications. Following a positive technology shock, the

incentive for vacancy creation increases sharply on impact, leading to more employment

and a sharp fall in unemployment. A productivity innovation thus leads to more vacancy

creation under AL. The response of employment is largest for the AR(1) beliefs followed

by AR(2) and VAR(1) beliefs; the amplification generated in the learning models is, how-

ever, much larger than that of the RE specification. Quantitatively, the magnitude of

the responses is preserved for the next four years, i.e. it is greater under AR(1) than

under AR(2) and VAR(1). After four years, the magnitude of these responses is reversed

i.e. it is smaller under AR(1) than under AR(2) and VAR(1). We observe over and

under-shooting of the variables under AL compared to RE as they converge to the steady

state.
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Figure 2: Impulse responses to labour market variables. Notes. Impulse responses to a 1% standard deviation

(productivity) shock. The solid and dotted lines show the impulse responses for the key labour variables under RE and AL.

Percentage deviations from steady state values reported along the vertical axis. The horizontal axis display the number of

quarters after the shock.

Figure 2 shows that learning increases the internal propagation mechanism of the

model. In particular, the response of output significantly exceeds that of the TFP in-

novation on impact. In contrast, under RE the response of output is approximately the

same as the TFP innovation, which is a feature of the unemployment volatility puzzle.

The reason behind the greater response in output under learning has to do with a larger

increase in employment. The dynamics of consumption (not plotted in the figure) is

qualitatively the same as that of output.

Intuitively, as the labour market tightens and the job finding probability falls, both

the marginal costs and the benefits associated with filling an additional vacancy tend

to increase. The response in unemployment is, however, more sluggish relative to the

response in vacancies given that unemployment is a pre-determined variable.
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Figure 3: Impulse responses to infinite sums in job creation condition. Notes. Impulse responses to a 1%

standard deviation (productivity) shock. The solid and dotted lines show the impulse responses for the infinite sums in the

job creation condition under RE and AL. Percentage deviations from steady state values reported along the vertical axis.

The horizontal axis display the number of quarters after the shock.

To disentangle further these effects under learning and gain intuition, we rearrange

the job creation condition, equation (26), in linearised form. For simplicity, we set 

equal to 1, in which case ̄1 = 0 and ̄2 = 1 and, hence, S
 = 0.

20 Thus, we have

− 

̄2
̃ = S ≡ S

 − S
 − S

 (40)

and we plot the impulse responses of the infinite sums in (40). As shown earlier, the

infinite sum S, which denotes the present discounted value of profits per hire, responds
much more strongly under AL relative to RE. Figure 3 decomposes this infinite sum, S,
into the three components, S

, S
 and S

. Note that S
 is the same under RE and

learning and, hence, the lines overlap. This figure shows that the order of magnitude of S


is much smaller relative to that of S
 and S

 (note the vertical access of S
); the sum of

stochastic discount factors displays little variation relative to the other two infinite sums.21

Note that the size of the responses of both S
 and S

 under RE are of equal magnitudes,

which explains the negligible amplification generated by the standard RE search and

matching model. In sharp contrast, the magnitude of the response of S
 is much higher

20Note that wage bargaining turns out to be the same for small and large firms when  = 1.
21This result is suggestive that a model where households’ preferences are linear in consumption is

likely to generate similar results.
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than that of S
 after a TFP innovation under learning for all belief specifications. The

difference between S
 and S

 explains the strong amplification mechanism of the learning

models and the high variation in vacancy posting on impact. The extent of the difference

in these two magnitudes, and hence amplification, depends on the forecasting models

used by agents.

4.4.1 Mechanism of Amplification

We now examine the transmission mechanism of TFP innovations under different belief

specifications. We first describe the mechanism under RE beliefs in order to understand

why the model fails to generate amplification in labour market variables and then pro-

vide an intuition as to why the learning models are able to provide a solution for the

unemployment volatility puzzle.

A TFP shock has well-understood implications in the standard search and matching

model under RE beliefs. A positive innovation, +1, shifts the production frontier and the

labour demand schedule, by increasing labour productivity, which raises marginal profits

per hire. Since wages in the standard model are flexible and negotiated through the

process of Nash bargaining, a shift in technology increases both future marginal products

of employment and wage costs leading to more vacancy creation. However, the extent to

which the model is able to generate amplification depends on the way in which wages are

determined.

Nash bargained wages tend to absorb most of the increase in productivity under RE,

leading to little incentive for vacancy creation. To get further intution, we start from

equation (40). We ignore the term involving S
 in equation (40), since it plays a minor

role, and re-write equation (40) approximately as

− ̃
̄
≈ ̄




∞X
=1

(1− )
−1

 [̃+ − ̃+] ≡ ̄



¡S
 − S



¢
 (41)

We replace ∗ by , the expectation operator under RE. Since unemployment is a

pre-determined variable, this expression pins down how many vacancies are posted in

equilibrium. Note that vacancy creation depends on the present discounted value of

profits per hire, which responds only little under RE. The RE solution expressed in terms

of deviations from steady state values may be written as

̃+1 = ̄̃ + ̄ ̃

̃ = ̄̃ + ̄ ̃

̃+1 = ̃ + +1
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where ̄12 denotes the elasticities of variable 1 with respect to variable 2. For the

baseline calibration, 0  ̄12  1 for all possible combinations of 1 and 2. Plugging

the RE solution into (41) yields

− ̃
̄
≈ ̄



¡
̄1̃ − ̄2̃ − ̄3̃

¢
 (42)

where

̄1 =
̄

1−  (1− ) ̄
, ̄2 =

̄̄

1−  (1− ) ̄
and (43)

̄3 =
̄̄ (1−  (1− ) ) + ̄ (1−  (1− ) ̄)

[1−  (1− ) ̄] [1−  (1− ) ]
 (44)

This expression provides the key insight into the lack of amplification under RE.

At the outset, note that the vacancy posting decision does not respond to employment

because ̃ is pre-determined; it is next period employment that affects vacancy posting.

There is a direct effect from productivity innovations, ̃, to the vacancy posting decision

through shifts in future returns from employment (term ̄1̃ in equation (42), which

corresponds to the first infinite sum in (41)) and an indirect effect from productivity

innovations through shifts in future wage costs (the terms ̄2̃ and ̄3̃ in equation (42),

which correspond to the second infinite sum in (41)). For the baseline calibration, it can

be shown that ̄1 and ̄3 in equation (42) are very close to each other, which implies that

productivity innovations have little impact on the present discounted value of profits per

hire.22 In other words, when firms correctly forecast future profits per hire, the variability

of profits per hire is dampened because wages are flexible and absorb large part of the

innovation. As a result, the RE model is unable to generate sufficient amplification in

vacancies.

We now turn to the explanation of amplification under learning. We first note that

under RE firms have knowledge of the general equilibrium restrictions that determine

future wages and employment; in particular, that a positive productivity shock leads

to higher wages and employment in the future. Under learning, on the other hand,

firms are not aware of these general equilibrium restrictions, i.e. that future wages and

employment will be higher due to higher productivity. In the learning model agents are

unable to understand the implications of future wage negotiations and instead estimate

simple autoregressive models to forecast future wages using past information.

To keep the explanation simple, we restrict ourselves to a discussion of the results

under learning with AR(1) beliefs. Similar logic applies to the AR(2) and VAR(1) belief

specifications. Under AR(1) beliefs, firms estimate the parameter 1 by running the

following regression ̃ = 1̃−1, to make their forecasts of future wages. Combining

22The baseline calibration ensures that our results are not driven by the HM strategy; see Hagedorn

and Manovskii (2008).
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this expression with (41) yields

− ̃
̄
≈ ̄


(1̃ − 2̃−1)  (45)

where 1 =


1−(1−)and 2 =
21

1−(1−)1 . A TFP innovation increases the discounted

value of future marginal products of employment, the term 1̃ in equation (45), but has

no direct impact effect on the present discounted value of future wage costs, the term

2̃−1.23 The high persistence of the TFP innovation is key for generating amplification

under learning because it raises the rate at which future marginal products of employment

are discounted. This greater persistence together with the fact that expectations are pre-

determined implies that firms overestimate the present discounted value of profits per

hire, which then translates into further incentives for vacancy creation. Thus, the labour

market becomes tighter and the job filling rate falls after a TFP innovation, which then

increases the expected costs of vacancy posting. After a technology innovation, expected

marginal products of employment increase more than expected wage payments. More

vacancies in equilibrium translate into higher employment and output. Figure 3 shows

that the discounted value of future costs (wages) is lower than the discounted value of

future marginal products under AL.

To provide further clarity, Figure 4 plots the path of simulated S
 − S

 (i.e. the

present discounted value of profits per hire in the model with constant returns to scale)

for the different models over 300 quarters. Under RE the two sums are very close to

one another, explaining the lack of amplification in the model (note the magnitude on

the vertical axis). The figure shows that the difference in the two sums is greatest under

AR(1) beliefs followed by AR(2) and VAR(1) beliefs. Note, however, that the order

of magnitude in the discounted value of profits per hire even under VAR(1) beliefs is

significantly higher than under RE beliefs. This means that learning models can help

better match the relative volatility of labour market variables with the US data. The

persistence of the simulated series is highest under AR(1) and AR(2) beliefs, helping

explain the greater propagation in vacancy creation.

23Recall that the elasticity ̄1 under RE differs from the elasticity 1 under learning because  is

estimated at each point in time.
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Figure 4: Simulated path of infinte sums in the job creation condition. Notes. Infinite sums are expressed

in percentage deviations from state state values. The first 10000 months are discarded and the remaining 900 months

averaged over 500 replications under RE and AL. Monthly series are converted into quarterly series.

5 Forecast Properties of the Model

Vacancy posting decisions in the search and matching models typically depend on the

marginal profitability of long-term employment relationships. Thus, (un)employment and

wage forecasts play a key role for job creation. Under RE firms can perfectly assign a

value to a filled vacancy because they have full information and knowledge about the

structure of the economy. As shown in Section 3, relaxing this assumption can generate

greater amplification in the value of a filled vacancy. Given that forecasts are central for

explaining amplification in labour market data, a suitable test of the AL models would

be to compare how well the statistical properties of forecasts generated by the AL models

(and RE) compare with those in the data. As mentioned in Section 1, adaptive learning

models have been used to successfully match macro and survey data (see e.g. Adam,

Marcet, and Beutel (2016), Kuang and Mitra (2016), Slobodyan and Wouters (2012),

Ormeno and Molnar (2015) and Eusepi and Preston (2011)). Since wage forecasts are not

available in the Survey of Professional Forecasters (SPF), we focus only on unemployment

forecasts. We show that our learning models are more successful than RE at matching

survey data on unemployment forecasts.

As indicated by the PLMs, agents forecast all future variables using simple autoregres-
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sive models. Since agents in our model are required to forecast (un)employment rates, we

can therefore compare the performance of forecast errors of unemployment rates relative

to the data. We take the quarterly forecasts of unemployment rates from the SPF, which

are collected by the Federal Reserve Bank of Philadelphia. Questionnaires are sent to the

individual forecasters to carry out their expert forecasts at the end of the first month of

each quarter and individual forecasts are released towards the end of the second month

of each quarter. Forecast data are available from 19684 to 20144 and both mean and

median of forecasts are reported up to four quarters ahead. We compute the forecast

errors by removing the log of the actual realisation from the log of the forecast data of

the unemployment rates up to four periods ahead using BLS data.

Table 5 reports the statistical properties of forecast errors, including their relative

volatility with respect to detrended output, autocorrelation of the forecast errors and

their correlation with the first differences of output and unemployment. We find that the

forecast errors are much more volatile relative to output over the 4-quarter horizon. The

table shows that the one quarter-ahead forecast errors is almost 456 times more volatile

than output. In addition, the quarterly forecast errors display high serial correlation,

which is stronger as the time horizon of the forecast increases. Furthermore, over the

business cycle, the forecast errors of unemployment are all pro-cyclical, which means

agents tend to over-predict unemployment during expansions and under-predict it in

recessions.

The statistical properties of the simulated forecast errors, expressed in percentage

deviations from the steady state unemployment rate under both RE and AL, are also

reported in Table 5. The simulation methods used here are the same as described in

Section 4.4. The quarterly and yearly forecast errors of unemployment are computed as

the three and twelve months ahead forecasts. Consistent with SPF the quarterly and

yearly forecasts are conducted in the second month of the quatter. It follows from the

table that the performance of the RE model at matching the statistical properties of the

forecast errors in the data is rather poor. The RE model predicts a very low relative

volatility of the forecast errors, negligible autocorrelation and no pro-cyclicality.

The learning models perform better than the RE model in matching the statistical

properties of forecast errors. In particular, the relative volatility of forecast errors vis-a-

vis output are better matched by all the learning models; in sharp contrast RE does a

poor job in this regard. AR(1) and AR(2) models match the first order autocorrelations

of forecast errors two to four quarters ahead than the RE and VAR(1) models. The

models have less success in matching the first order autocorrelation of the one-step ahead

forecast errors; the AR(2) model is the best in this regard. The correlations between the

forecast errors and the changes in unemployment and output are less well matched with

the data; qualitatively, the AR(2) matches the signs of the correlations.24 Arguably it

24In an early version Di Pace, Mitra, and Zhang (2014), we show that the forecast error properties in
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
1
 

2
 

3
 

4


̂1̂ 456 621 802 989

Data  (̂1 ̂1−1) 070 079 085 089

 (̂1∆̂) −069 −055 −047 −036
 (̂1∆̂) 044 042 037 032

̂1̂ 005 012 018 021

RE  (̂1 ̂1−1) 013 024 061 073

 (̂1∆̂) −010 −004 −003 000

 (̂1∆̂) 027 000 004 00

̂1̂ 338 511 650 742

AR(1)  (̂1 ̂1−1) 007 073 084 090

 (̂1∆̂) 000 −014 −019 −018
 (̂1∆̂) 012 020 024 023

̂1̂ 282 397 479 542

AR(2)  (̂1 ̂1−1) 033 070 084 088

 (̂1∆̂) −010 −011 −015 −017
 (̂1∆̂) 014 014 020 021

̂1̂ 393 449 471 480

VAR(1)  (̂1 ̂1−1) 013 053 059 061

 (̂1∆̂) 008 −002 003 −012
 (̂1∆̂) 002 010 013 020

Table 5: Forecast Properties

Notes. The term (1 2) stands for the correlation coefficient between variables 1 and 2. Data from Survey of

Professional Forecasters. Forecast errors are defined as 

 = ln


+


− ln (+) for  = 1 2 3 and 4  

data, where u
F
t+j denotes forecasted unemployment,.and as 


 = ̂+ − ̂+ for  = 1 2 3  4 in the models.

is remarkable that our simple models with learning are able to match the data along so

many dimensions especially in terms of amplification and forecast error properties.

5.1 Wage Rigidity under RE as an alternative?

As mentioned in Section 1, the introduction of wage rigidity in the standard search and

matching model under RE is able to generate greater amplification in labour market

variables. The rationale behind this result is simple: if quantities display little amplifi-

cation after TFP innovations, fixing prices have the potential to generate the expected

results. We now show that, while the introduction of wage rigidities leads to higher

volatility under RE (as is well known in the literature), the properties of forecast errors

of unemployment are less well matched to those of the SPF.

In accordance with Hall (2005) a wage norm or social consensus can be perceived as

a rule to select an equilibrium for the wage within the bargaining set. We assume that

the wage is given by a weighted average of the steady state wage (̄) and the negotiated

unemployment are better matched by an alternative set of beliefs where agents regress the key endogenous

variables only on unemployment (but not on the productivity shock). This is perhaps due to the fact

that agents only use unemployment rates in this alternative version unlike our current learning models.
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Relative Volatilities

̂ ̂ ̂ ̂ ̂
1̂ 038 697 600 1284 094

Forecast Error Properties

Statistics 
1
 

2
 

3
 

4


̂1̂ 058 173 248 305

 (̂1 ̂1−1) −004 025 062 076

 (̂1∆̂) 000 −007 −008 −009
 (̂1∆̂) −012 003 007 008

Table 6: Wage Rigidities and RE

Notes. Relative standard deviations this table correspond to the quarterly simulated series expressed in percentage

deviations from the steady state values in the RE model featuring wage rigidities. Forecast errors 

 for

 = {1 2 3 4} as defined in Table 5.

wage under the Nash protocol in equation (27),

̃ = ̄ + (1− ) ̃
 

where ̃
 is the bargained wage in (27) and  ∈ (0 1) denotes the wage rigidity

parameter. We set the value of  to 07 in line with Blanchard and Gali (2010).

Table 6 reports the relevant statistics for this model. Amplification in labour market

variables and the forecast error properties are much improved relative to the RE model

with flexible wages. Nevertheless, learning models continue to perform better in terms

of amplification in labour market variables (which are closer to the data) relative to

the RE model with wage rigidity.25 In addition, they provide a much better fit to the

forecast error properties in the data than RE. For this reasons, the learning models are

our preferred relative to sticky wages under RE. In one sense, the learning models maybe

thought of a way to rationalise wage rigidity under RE with the distinction that, while

under learning wages respond fully to TFP innovations, wage expectations are sluggish.

6 Robustness

In this subsection we look at the sensitivity of our results to alternative parameterisations

of the learning models. We first consider a calibration of the model with decreasing

returns to scale in labour and then consider two values of the constant gain parameter.

For economy of space, we choose to focus on the AR(2) specification for our robustness

exercise.

We consider two alternative values of the gain parameter to check the sensitivity

25We have experimented with higher values of  and we find that relative volatilities of labour market

variables are in line with the data but the correlations remain the same. In addition, wage norms that

depend on past wages, rather than on steady state values, the RE model struggles to match the data

along all dimensions.
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̂̂ ̂̂ ̂̂ 
̂
̂ ̂̂

Data 057 930 884 1771 079

Alternative parameterisations

AR(2) (baseline) 044 887 700 1521 094

AR(2) ( = 0001) 044 894 695 1519 094

AR(2) ( = 0003) 044 975 687 1544 095

AR(2) ( = 07) 043 978 681 1525 094

AR(2) ( = 06 and  = 04) 050 875 776 1457 096

Table 7: Alternative Parameterisations

Notes. Relative standard deviations in this Table correspond to the quarterly simulated series expressed in percentage

deviations from steady state values under different parameterisations.

of our results to the way in which agents discount past information. We choose the

following two parameters of : 0001 and 0003. Table 7 reports the relative standard

derivations of labour market variables under the two alternative parameterisations (along

with the results for the baseline AR(2) model). Our simulations show that the values

of the gain parameter have very little influence in terms of the statistical properties of

the simulated data. A smaller gain parameter indicates that agents put more weight on

past data relative to current data to update beliefs, which means that the time it takes

for the effects of TFP innovations to vanish from agents’ information set is longer. The

amplification results are therefore not much affected by the choice of the parameter .

The calibration of our baseline model assumes constant returns to scale in labour.

In line with models featuring physical capital, we set the value of  equal to 07 and

simulate the model under this new parameterisation and check the sensitivity of the

robustness of the results. The main conceptual difference with the baseline calibration

is that the demand curve under decreasing returns to labour is downward sloping rather

than perfectly elastic. We find that the results from this simulation are in line with the

simulations of our baseline AR(2) model. Table 7 shows that the labour market variables

still display a great deal of variation.

Finally we carry a robustness exercise with regards to the elasticity of the matching

function with respect to vacancies () and the bargaining power of workers (). In car-

rying out this exercise we ensure that Hosios condition is met by increasing the elasticity

of the matching function with respect to vacancy and reducing at the same time the bar-

gaining power of workers by 01 relative to the baseline calibration. Table 7 shows that

this alternative calibration delivers robust results under AR(2) beliefs. Table 10 in the

Appendix shows that the forecast errors properties under learning are unchanged under

these robustness exercises i.e. the learning models continue to provide a good match to

the data.
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7 Conclusion

In the standard search and matching model the vacancy posting decision depends cru-

cially on what firms expect the present discounted value of profits per hire to be; this

motivates the study of expectation formation at the firm level. In this paper, we relax the

assumption of rational expectations (RE) to study the role of adaptive learning (AL) on

job creation in the standard search and matching model. We show that the combination

of AL with simple forecasting models can match the volatility of US labour market and

survey data very well, outperforming the standard RE model.

In particular, under learning with autoregressive beliefs, such as AR(1), AR(2) and

VAR(1), we find that Total Factor Productivity (TFP) innovations can generate greater

incentive for vacancy creation than RE. A TFP innovation under learning increases the

firms’ present discounted value of profits per hire (i.e., firms become overoptimistic).

Thus, expectation formation has a central role to play in providing a solution to unem-

ployment volatility puzzle. Moreover, our simple learning set-up has the additional ad-

vantage of being able to match the properties of forecast data on unemployment, which

is compatible with the expectation formation assumption in the paper.
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A Appendix

A.1 Wage Bargaining

The surplus of workers in firm  , W, is given by the marginal value of employment,

equation (46), expressed in terms of goods

W =
H ( )


 (46)

Thus,

W =  −  + [1− −  ()] 
−1
 ∗W+1 (47)

The negotiated wage  is set to maximise the joint surplus of a match between workers

and firm ,

argmax


(W)

(V)1− 

where  ∈ (0 1) denotes the workers’ bargaining power or the share of the surplus the
worker is able to take. The first order condition of this problem is given by

(1− )W = V (48)

Substituting for equation (17) and (46) gives the negotiated wage 

 = (1− )
©
 − [1− −  ()] 

−1
 ∗W+1

ª
+

+ 
£


−1
 + (1− ) −1 ∗V+1

¤
Because of continuous re-negotiation, we assume that the first order condition also holds

for subjective expectations

(1− )∗W+1 = ∗V+1 (49)

to get the following expression

 = (1− )
£
 +  () 

−1
 ∗W+1

¤
+ 

−1
  (50)

Using (49) yields

 = (1− ) + 
£


−1
 +  () 

−1
 ∗V+1

¤
(51)

and substituting (16) gives

 = (1− ) + 

∙


−1
 +  ()



 ()

¸
 (52)
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Rearranging gives equation (21) in the main text.

A.2 Behavioural Rules

In this appendix derive the linearised consumption and vacancy decision rules, equations

(24) and (25)

A.2.1 Job Creation Equation

We first linearise equations (15) and (19)

̃+1 = (1− ) ̃ + ̄̃ + ̄̃

− 

̄2
̃ = −̄̄

−1 − ̄

̄2
̃ + (53)

1

̄
̄(− 1)̄−2̃+1 + 1

̄
̄−1̃+1 − 1

̄
̃+1 +

∞X
=2

(1− )−1∗
£
̄(− 1)̄−2̃+ + ̄−1̃+ − ̃+

¤−
(̄̄−1 − ̄)

∞X
=2

(1− )−1+1
X

=1

∗ ̃+−1

By replacing ̃+1 into (53) and using  = 1̄, we obtain

̄1̄̃ −
∙


̄2
+ ̄1̄

¸
̃ = ̄1 (1− ) ̃ − (̄̄2 − ̄)2

1− (1− )
̃ +

∞X
=2

(1− )
−1

∗ ̄1̃+ +

∞X
=1

(1− )
−1

∗

"
̄2̃+ − ̃+ −

¡
̄̄2 − ̄

¢


−1X
=1

̃+

#
(54)

where ̄1 = (− 1)̄̄−2 and ̄2 = ̄−1A more compact representation gives (25) in

the main text

̄1̄̃ −
µ


̄2
+ ̄1̄

¶
̃ = ̄1 (1− ) ̃ − (̄̄2 − ̄)2

1− (1− )
̃ + S

 + S
 − S

 − S
 (55)

where

S
 =

∞X
=1

(1− )−1̄2
∗
 ̃+ S

 =

∞X
=2

(1− )
−1

̄1
∗
 ̃+

S
 =

∞X
=1

(1− )
−1

∗ ̃+ and S
 = (̄̄2 − ̄)

∞X
=1

(1− )
−1

+1
−1X
=1

∗ ̃+.
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A.2.2 Consumption Function

By linearising (8) and substituting into the linearised version of equation (10), we get the

following consumption rule

1

1− 
̃ = ̃ + ̄̃ + ̄̃ + ̄̃+1 − (̄̄+ ̄)2

1− 
̃

+

∞X
=1

∗ ̄̃+ +

∞X
=2

∗ ̄̃+ − (̄̄+ ̄)2
∞X
=1

"
∗

−1X
=1

̃+

#
+

∞X
=1

∗ ̃+

≡ ̃ + ̄̃ + ̄̃ + ̄̃+1 − (̄̄+ ̄)2

1− 
̃ + S

 + S
 + S

 − S


where

S
 =

∞X
=1

̄∗ ̃+ S
 =

∞X
=2

̄∗ ̃+

S
 =

∞X
=1

∗ ̃+ and S
 = (̄̄+ ̄)

∞X
=1

"
+1∗

X
=1

̃+

#


A.3 Learning

For expositional purpuses, we derive the infinite sums under AR(2). The derivation of the

infinite sums under AR(1) and VAR(1) belief specifications are available upon request.

As noted in the main text, the AR(2) belief specification is given by

 = 0 + 1−1 + 2−2 for  = {+1   }

Let Φ =
³
0 1 2

´0
and Ψ =

³
1 −1 −2

´0
. Agents use a constant gain

Recursive Least Squares (RLS) algorithm to update their beliefs

Φ = Φ−1 + −1Ψ−1
³
−1 −Φ

0
−1Ψ−1

´0
 (56)

 = −1 + 
³
Ψ−1Ψ

0
−1 −−1

´


where  ∈ (0 1) denotes the constant gain learning parameter and  is the precision (3

x 3) matrix associated with each equation. In addition, we assume that agents estimate

the persistence parameter  of the exogenous productivity process (12) using constant

gain RLS; this captures their uncertainty about the persistence of the productivity process

perhaps changing over time.
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A.3.1 Computation of Infinite Sums

Since the AR(2) forecasting models are estimated in levels, agents’ perceptions of the

steady state changes with the arrival of new information. A bar over the variable together

with the superscript  denotes the changes in the perception of the steady state at each

point in time. Under AR(2), the perceived steady states are

̄ =
0

1− 1 − 2
 for  = {  } 

Let’s denote the deviations of the variable  from the perceived steady state with a

tilde and a superscript .

̃ =  − ̄ for  = {+1   } 

Knowing the evolution of the perceived steady states, the belief system can then be

written as

̃ = 1̃

−1 + 2̃


−2 for  =

©
+1 


  


  




ª
and  = {  } 

Finally, we can express each equation in VAR(1) form, ̃
 = Λ̃


−1, where

̃
 =

³
̃ ̃−1

´0
and Λ =

Ã
1 2

1 0

!
. Thus, it follows that future forecasts

can simply be computed as ̃+ =
³
1 0

´
Λ+1̃

−1 for  = {  } and ̃ =©
̃+1 ̃


  ̃


  ̃




ª


A.3.2 Computational Details of Sums

The infinite sums under AR(2) beliefs are derived using the decomposition ̃ = ( − ̄)+

(̄ − ̄) and ̃+ =
³
1 0

´
Λ+1
 ̃

−1 for  = {   } and ̃ =
©
̃+1 ̃


  ̃


  ̃




ª
.

S
, S

 and S
 in equation (25) are computed as

S
 =

∞X
=1

(1− )−1̄2
∗
 ̃+ =

∞X
=1

(1− )−1̄2̂
 ̃ =

̂̄2

1− (1− )̂
̃
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S
 =

∞X
=1

(1− )−1∗ ̃+ =

∞X
=1

(1− )−1̃
+ +

∞X
=1

(1− )−1(̄ − ̄)

=

∞X
=1

(1− )−1̃
+ +

(̄ − ̄)

1− (1− )

=

∞X
=1

(1− )−1
³
1 0

´
Λ+1
 ̃

−1 +
(̄ − ̄)

1− (1− )

= 
³
1 0

´
Λ2 [ −  (1− )Λ] ̃


−1 +

(̄ − ̄)

1− (1− )


S
 =

∞X
=2

(1− )−1̄1
∗
 ̃+ =

∞X
=2

(1− )−1̃+ +
∞X
=2

(1− )−1(̄ − ̄)

=

∞X
=2

(1− )−1̃+ +
̄1

2(1− )(̄ − ̄)

1− (1− )

=

∞X
=2

(1− )−1
³
1 0

´
Λ
̃


−1 +

̄1
2(1− )(̄ − ̄)

1− (1− )

= 2(1− )
³
1 0

´
Λ2 [ −  (1− )Λ] ̃


−1 +

̄1
2(1− )(̄ − ̄)

1− (1− )


The sum S
 contains a double summation operator and it requires using

P∞
=1(1 −

) =
(1−)

[1−(1−)]2  The computation of S
 is thus
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S
 = (̄̄2 − ̄)2

∞X
=1

"
(1− )




−1X
=1

∗ ̃+

#

= (̄̄2 − ̄)2

( ∞X
=1

h
(1− )


 ( − ̄)

i
+

∞X
=1

"
(1− )




−1X
=1

∗ ̃

+

#)

= (̄̄2 − ̄)2

(
(1− ) ( − ̄)

[1− (1− )]2
+

∞X
=1

"
(1− )




−1X
=1

∗ ̃

+

#)

= (̄̄2 − ̄)2

(
(1− ) ( − ̄)

[1− (1− )]2
+

∞X
=1

"
(1− )




−1X
=1

³
1 0

´
Λ+1
 ̃

−1

#)

= (̄̄2 − ̄)
3(1− ) ( − ̄)

[1− (1− )]2
+

(̄̄2 − ̄)3(1− )
³
1 0

´
( − Λ)

−1
Λ2

∞X
=1

h
(1− )

−1
−1

¡
 − Λ−1



¢
̃

−1
i

=
(̄̄2 − ̄)3(1− ) ( − ̄)

[1− (1− )]2
+

(̄̄2 − ̄)3(1− )
³
1 0

´
( − Λ)

−1

Λ2

h¡
 (1− (1− ))

−1 − Λ ( − (1− )Λ)
−1¢

̃
−1

i
A similar approach is used to compute the infinite sums in the household’s consump-

tion behavioural rule. S
, S

 and S
 in equation (24) are calculated as follows

S
 = ̄

∞X
=1

∗ ̃+ = ̄

" ∞X
=1

̃
+ +

∞X
=1

(̄ − ̄)

#

= ̄

" ∞X
=1

̃
+ +

(̄ − ̄)

1− 

#
= ̄

" ∞X
=1


³
1 0

´
Λ+1
 ̃

−1 +
(̄ − ̄)

1− 

#

= ̄

∙

³
1 0

´
Λ2 ( − Λ)

−1
̃

−1 +
(̄

 − ̄)

1− 

¸


S
 = ∗

( ∞X
=1

̃+

)
= ∗

( ∞X
=1



 ̃


+ +

∞X
=1

(̄ − ̄)

)

=

∞X
=1

̃+ +
(̄ − ̄)

1− 
= 

³
1 0

´ ∞X
=1

−1Λ+1
 ̃

−1 +
(̄ − ̄)

1− 
=

= 
³
1 0

´
Λ2 ( − Λ)

−1
̃

−1 +
(̄ − ̄)

1− 

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S
 = ̄

∞X
=2

∗ ̃+ = ̄

" ∞X
=2

̃+ +

∞X
=2

(̄ − ̄)

#

= ̄

" ∞X
=2

̃+ +
2(̄ − ̄)

1− 

#

= ̄

" ∞X
=2


³
1 0

´
Λ
̃


−1 +

2(̄ − ̄)

1− 

#
=

= ̄

∙
2
³
1 0

´
Λ2 ( − Λ)

−1
̃

−1 +
2(̄ − ̄)

1− 

¸


The sum S
 contains a double summation operator and it involves using

P∞
=1 

 =


(1−)2 . Thus,

S
 = (̄̄+ ̄)2

∞X
=1

"


−1X
=1

∗ ̃+

#

= (̄̄+ ̄)2

( ∞X
=1

£
 ( − ̄)

¤
+

∞X
=1

"


−1X
=1

∗ ̃

+

#)

= (̄̄+ ̄)2

(
 ( − ̄)

1− 2
+

∞X
=1

"


−1X
=1

³
1 0

´
Λ+1
 ̃

−1

#)

= (̄̄+ ̄)2

(
 ( − ̄)

1− 2
+ 

∞X
=1

h
−1

³
1 0

´ ¡
Λ2 − Λ+2



¢
( − Λ)

−1
̃

−1
i)

= (̄̄+ ̄)3
½
( − ̄)

1− 2
+
³
1 0

´
( − Λ)

−1
Λ2
£
 (1− )

−1 − Λ ( − Λ)
−1¤

̃
−1

¾

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B Additional Tables

Recall that the difference between the RE model (36) and the AL model with correctly

specified beliefs (37) is that, whilst under RE agents know the parameters of the RE

solution, under learning agents do not know the value of the parameters and update

them as new information becomes available. Tables 8 and 9 below show that this model

suffers from the same problem as the RE model i.e. it is not able to provide a solution

to the unemployment volatility puzzle and unable to match the forecast error properties

in the data.

Model Statistics ̂ ̂ ̂ ̂ ̂ ̂
̂1̂ 1 003 050 043 091 100

 (b1 b1−1) 096 097 092 097 096 096

̂ 1 099 099 −099 100 100

RE ̂ − 1 096 −100 099 099

 (b1 b2) ̂ − − 1 −096 099 099

̂ − − − 1 −099 −099
̂ − − − − 1 100

̂ − − − − − 1

̂1̂ 1 003 050 043 092 100

 (b1 b1−1) 096 097 092 097 096 096

AL with ̂ 1 100 099 −099 100 100

correctly ̂ − 1 098 −100 100 100

specified  (b1 b2) ̂ − − 1 −096 099 099

beliefs ̂ − − − 1 −099 −099
̂ − − − − 1 100

̂ − − − − − 1

Table 8: Summary Statistics: RE and Correctly Specified Beliefs

Notes. Relative standard deviations, autocorrelation and correlation coefficients in this Table correspond to the quaterly

simulated series expressed in percentage deviations from steady state value. The term (1 2) stands for the correlation

coefficient between variables 1 and 2


1
 

2
 

3
 

4


̂1̂ 005 012 018 021

RE  (̂1 ̂1−1) 013 024 061 073

 (̂1∆̂) −010 −004 −003 000

 (̂1∆̂) 027 000 004 000

AL with ̂1̂ 004 012 018 021

correctly  (̂1 ̂1−1) −006 024 061 073

specified  (̂1∆̂) −001 −004 −004 −002
beliefs  (̂1∆̂) −002 000 004 001

Table 9: Forecast Properties of RE and Correctly Specified Beliefs

Notes. The term (1 2) stands for the correlation coefficient between variables 1 and 2. Data from Survey of

Professional Forecasters. Forecast errors 

 for  = {1 2 3 4} as defined in Table 5
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The table below reports on the forecast error properties for the robustness exercise in

Section 6..


1
 

2
 

3
 

4


̂1̂ 456 621 802 989

Data  (̂1 ̂1−1) 070 079 085 089

 (̂1∆̂) −069 −055 −047 −036
 (̂1∆̂) 044 042 037 032

Alternative parameterisations

̂1̂ 308 464 565 623

AR(2) ( = 0001)  (̂1 ̂1−1) 048 082 089 092

 (̂1∆̂) −008 −016 −015 −017
 (̂1∆̂) 015 021 020 022

̂1̂ 333 465 540 596

AR(2) ( = 0003)  (̂1 ̂1−1) 019 058 075 081

 (̂1∆̂) −015 −011 −012 −012
 (̂1∆̂) 020 018 016 016

̂1̂ 349 465 537 586

AR(2) ( = 07)  (̂1 ̂1−1) 018 057 072 079

 (̂1∆̂) −011 −010 −011 −008
 (̂1∆̂) 015 013 013 011

̂1̂ 453 578 657 706

AR(2) ( = 06 and  = 04)  (̂1 ̂1−1) 019 061 074 079

 (̂1∆̂) 000 −007 −010 −011
 (̂1∆̂) 004 010 012 014

Table 10: Forecast Properties under Alternative Parameterisations

Notes. Data from Survey of Professional Forecasters. Relative standard deviations in this Table correspond to the

quarterly simulated series expressed in percentage deviations from steady state values under different parameterisations.

The term (1 2) stands for the correlation coefficient between variables 1 and 2. Forecast errors 

 for

 = {1 2 3 4} as defined in Table 5.
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