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Non-technical summary

Recent work in academia and policy institutions has emphasised the importance of the global

financial cycle, a shorthand for the often strong positive co-movement of financial variables

observed across countries. However, there is an asset class that stands out from the rest:

exchange rates. Being relative prices, the scope for exchange rates to positively co-move

at the global level is limited by construction. Against this backdrop, this paper uses the

quantile regression methodology to characterise the response of exchange rate returns, with a

particular emphasis on the tails of their distributions, to changes in global financial conditions,

a proxy for the global financial cycle.

We start by developing a measure of global financial conditions based on capturing co-

movement across a range of country-specific, multi-asset financial condition indices. Armed

with this measure of global financial conditions, we use quantile regression to analyse the

response of the entire distribution of an exchange rate returns series to a tightening in global

financial conditions. By quantifying the shifts, in particular in the tails, of such conditional

distributions, we are able to characterise currencies safe haven and risky-type dynamics in a

richer way than was done in earlier studies, which focused overwhelmingly on average returns.

We find that the shifts in the distributions of a large set of currencies in the event of

a tightening in global financial conditions mostly matches prevailing market narratives: for

example, when financial conditions tighten, the risk of a sharp appreciation in the Japanese

yen (typically regarded as a safe haven currency) increases significantly; in contrast, the Aus-

tralian dollar (a risky currency) displays significantly larger crash risk in the same situation.

The case of the euro is intermediate, as we find that both tails become fatter. An important

feature of our approach is that we can quantify such dynamics, for example by assigning

probabilities to the full range of exchange rate moves.

Our analysis also identifies a series of currency-specific risk factors associated with in-

creased chances of a sharp depreciation in the event of a tightening in global financial con-

ditions. We find that currencies of countries with (i) high interest rates, (ii) large current

account deficits and (iii) low levels of international reserves are particularly at risk of suffering

sharp depreciations in the event of a tightening in global financial conditions.
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1 Introduction

Recent years have witnessed a heated debate about the extent and interpretation of the

global co-movement of financial variables. Proponents of a so-called ‘global financial cycle’,

beginning with Rey (2013), argue that the observed cross-country co-movement in asset prices

cannot be fully explained by co-movement in real variables alone, and therefore must have a

finance-specific component to it, such as some measure of global risk aversion. Others, such

as Cerutti et al. (2017), argue against the very notion of a ’global financial cycle’.

Within that debate, there is an asset class that stands out from the rest: exchange

rates. Being relative prices, the scope for them to co-move at the global level is limited

by construction. Moreover, the relationship between exchange rate movements and overall

financial conditions in a country is not a priori obvious: a given exchange rate move can

’tighten’ access to finance for some agents in the economy, while ’loosening’ access for others.

These considerations, and assuming the existence of a global component of financial con-

ditions, motivate the main question addressed in this paper, namely, how different exchange

rates co-move with that global component of financial conditions. Unlike most of the existing

literature, we study the behaviour of the entire distribution of different currencies’ returns

in the face of changes in global financial conditions, with a particular focus on the tails, that

is, on the likelihood of a sharp appreciation or depreciation. This way we can provide both

a characterisation and quantification of the risks facing particular currencies under different

scenarios for global financial conditions.

We exploit several novel quantification possibilities afforded by quantile regression to make

two main contributions. First, we document the tail behaviour of exchange rate returns

across a broad range of currencies. We show that simple quantile regressions can deliver

marked improvements in fit in the tail regions even where standard R2 measures are low,

and then rank currencies according to how their left (depreciation) and right (appreciation)

tails respond to a tightening of global financial conditions. Our exercise corroborates some

of the prevailing narratives about safe haven and risky currencies, but also offers interesting

new insights, including on the quantitative side. For example, our method allows to quantify

the probabilities of a given exchange rate move in the face of observed or projected global

financial conditions.

Second, we identify potential risk factors associated with the different tail behaviour

of currencies. In order to do so, we conduct portfolio sorting exercises based on several

macroeconomic fundamentals, and then study the responses of the resulting returns series to

a tightening of global financial conditions. We find that the portfolios sorted on the basis of
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relative interest rates, current account balances and levels of international reserves display

a higher likelihood of large losses in response to a tightening of global financial conditions.

From a policy perspective, these results provide an empirical motivation for a close scrutiny

of these variables when assessing countries’ financial stability prospects.

1.1 Related literature

This paper is related to several literature strands. First, and most directly, it is related to

papers that study the occurrence of tail events in exchange rate markets. On the negative

returns side, there is a large literature that documents the existence of ‘crash’ or ‘disaster’

risk in popular FX strategies. Brunnermeier et al. (2009) find that carry trade strategies

perform particularly poorly during periods of heightened risk aversion (as proxied by the

VIX index), while Menkhoff et al. (2012) show similar results but focusing on periods of high

FX volatility. Relatedly, Farhi and Gabaix (2016) and Farhi et al. (2009) study disaster risk

embedded in option prices.

In principle, the poor performance of carry trades could be the result of both a sharp

depreciation of high-interest-rate currencies and/or a sharp appreciation of low-interest-rate

currencies. In that vein, some papers study the dynamics of particular currencies, namely

those usually labelled as safe havens, which, according to market narratives, tend to appre-

ciate sharply during periods of high risk aversion. Ranaldo and Soderlind (2010) and Habib

and Stracca (2012) study the safe haven property of a series of currencies, and do indeed find

robust evidence of substantial appreciation during periods of market stress. Fratzscher (2009)

also looks at the dynamics of individual currencies under stress conditions in the context of

the global financial crisis.

A common feature of these papers is that their empirical strategies focus on the mean

returns of currencies or trading strategies. In contrast, our approach allows a detailed study

of the entire distribution of exchange rate returns, including the tails, which are at the core

of our analysis. Moreover, we propose a novel way of characterising periods of heightened

(global) risk aversion, avoiding popular but imperfect proxies (e.g. the VIX index), or FX-

based proxies which can become somewhat circular (e.g. FX volatility). Also, we look at a

long list of individual exchange rates, facilitating a direct analysis of particular currencies.

The second literature strand the paper is related to is more methodological, and has to do

with the recent surge in popularity of quantile regression, originally introduced by Koenker

and Bassett (1978) in both macroeconomics and finance. Some recent contributions include

Cenedese et al. (2014) for exchange rates, Gaglianone and Lima (2012) for unemployment,
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Korobilis (2017) for inflation and Crump et al. (2018) for equity returns. Most closely related

to our study, Adrian et al. (2019) rely on quantile regression to characterise the tails of the

GDP growth distribution conditional on domestic financial conditions.1 We build on similar

ideas, but focus instead on the distribution of exchange rate returns conditional on global

financial conditions.

The last strand of literature we draw and build on has to do with measurement of financial

conditions. We follow Arregui et al. (2018) in constructing country-specific financial condition

indices that exploit a broad set of market-based indicators for a large panel of countries, which

then allows us to extract a global financial conditions index. This measurement exercise is

related to earlier attempts to characterise a ‘global financial cycle’, most notably by Miranda-

Agrippino and Rey (2015),2 but in the finance literature it also overlaps with various proposals

to measure global risk aversion and other factors commonly used to price exchange rate rates

(see e.g. Menkhoff et al. (2012) and Lustig et al. (2011)).

The rest of the paper is organised as follows: in Section 2, we describe our measure of

global financial conditions. In Section 3 we discuss quantile regressions of effective exchange

rate returns on global financial conditions. In Section 4 we introduce currency portfolio

sorting based on macroeconomic fundamentals and identify potential factors associated with

currencies’ differential tail behaviour. In Section 5 we run a series of robustness checks on

our results. In Section 6 we conclude, while the Appendix includes details about our data

and methodology. An online appendix provides additional results and robustness checks.

2 Measuring global financial conditions

The existence of a global factor in financial conditions has been widely debated in economics

over recent years.3 Beginning with Rey (2013), a series of papers have emphasised (and

measured) a strong co-movement in financial variables across countries (among others, see

Bruno and Shin (2014), Cesa-Bianchi et al. (2018a,b), Ha et al. (2018)). These papers

have suggested that this co-movement in financial conditions went beyond a reflection of

co-movement in macroeconomic indicators, and hence was at least partly driven by a specific

global factor in financial variables, such as risk appetite. The standard approach has been

to measure common variation in a set of asset prices and/or credit quantities, interpreting

1Relatedly, Adrian et al. (2018) explore the term-structure of this relationship.
2See Cerutti et al. (2017) for a contrarian view on the existence of a global financial cycle. Also see

Drehmann et al. (2012) for a characterisation of a more medium-term (domestic) financial cycle.
3This factor has typically been referred to as ‘the global financial cycle’.
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the result as an indicator of the ease at which finance could be accessed at a given time in a

given country (see, for example, Miranda-Agrippino and Rey (2015)).

Existing measures of global financial conditions typically suffer from two shortcomings.

First, the breadth of financial series considered tends to be limited, and usually skewed

towards equity markets (as, for example, in Miranda-Agrippino and Rey (2015)). Second,

the geographical coverage tends to be limited to advanced economies (e.g. Ha et al. (2018))

and, in some cases, a handful of emerging countries. Both of these limitations are due to

data availability constraints: it is not straightforward to construct a panel dataset spanning

a broad set of financial indicators for a large cross-section of countries.

In order to overcome these limitations we follow Arregui et al. (2018) and construct a panel

dataset covering a broad set of monthly financial indicators for 43 countries from January

1991 to June 2018. The financial series included are as follows: term, sovereign, interbank

and corporate spreads, long-term interest rates, equity returns and volatility, relative market

capitalisation of the financial sector, house prices and credit growth.4 To extract country-

specific summary measures of financial conditions, we follow Koop and Korobilis (2014) and

estimate factor models which allow for time variation in the parameters and attempt to ‘clean’

financial conditions from changes that reflect a response to macro-economic news (proxied

by industrial production and CPI inflation).5

Armed with a set country-specific financial condition indices, we extract a global compo-

nent by taking the cross-sectional mean.6 The share of variance of individual country FCIs

explained by this global component varies in the cross section, but averages around 30%. It

is worth noting that this figure goes up to above 60% for several countries, including financial

centres such as the US or the UK (all figures are reported in the Online Appendix). In what

follows we take this series as our measure of global financial conditions.

Figure 1 shows the evolution of our measure over the last 30 years, which is broadly

in line with prevailing narratives: for example, global financial conditions tighten sharply

around the collapse of Lehman Brothers in 2008, and during the euro area crisis of 2010-

2011. Importantly, our measure co-moves positively, but far from one-to-one, with other

4A detailed description of the variables used and corresponding data sources can be found in Appendix
A.

5 The objective is to obtain financial condition indices that seek to reflect ‘pure’ changes in financial
conditions (e.g. shifts in risk aversion), in contrast to market changes which reflect news to the economic
outlook. Note, however, that given the forward-looking nature of asset prices, it could still be the case that
they respond to news to expected macro-economic developments, not captured in the contemporaneous series
used in our approach.

6Taking instead the first principal component yields an almost indistinguishably similar series.
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Figure 1 Global Financial Conditions Index, 1991-2017.
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Note: Index in deviations from its historical mean. Higher values signal tighter financial
conditions.

widely used US-centric measures such as the VIX index or the S&P index, and with the

estimated factor in Miranda-Agrippino and Rey (2015).7 8

In the context of this paper, it is also interesting to note that our measure of global

financial conditions displays a positive correlation with factors widely used to price exchange

rates. The correlation with the FX volatility factor from Menkhoff et al. (2012) is 0.7,

while the correlation with (the negative of) the dollar and HML factors (originally proposed

by Lustig et al. (2011)) is approximately 0.2. This is particularly interesting because these

factors are computed using the very same exchange rate data that are then priced with them,

while our measure does not directly contain any FX data at all.

7The correlation of our index of global financial conditions and (the negative of) the S&P index is approx-
imately 0.3, while the correlation with the VIX index is approximately 0.8. The correlation with the global
factor in Miranda-Agrippino and Rey (2015) is approximately 0.6.

8See Section 5 for a robustness check of our baseline exercise considering alternative measures of global
financial conditions.
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3 Quantifying exchange rate tail risks with quantile re-

gression

As discussed in Section 2, asset prices tend to display a high degree of co-movement across

countries. However, exchange rates are somewhat special. Being relative prices, the pattern

and extent of their co-movement is more constrained than for other assets. This feature of

exchange rates is the departing point of our analysis: we want to understand how differ-

ent exchange rates co-move with changes in global financial conditions, and the underlying

country-specific characteristics that are associated with such dynamics.

Our focus is on the whole distribution of exchange rate returns, and in particular on tail

events. Specifically, we study how the likelihood of sharp exchange rate movements (in either

direction) is affected by global financial conditions. To this end, we rely on quantile regression

(Koenker and Bassett, 1978). Unlike standard regression, which provides an estimate of

the conditional mean of a variable of interest given a set of explanatory variables, quantile

regression allows to model the entire conditional distribution of a dependent variable given

a set of covariates. This allows to capture features that are lost when only focussing on the

average response.

3.1 Specification

Following the (limited) existing literature applying quantile regression to exchange rates (see,

for example, Cenedese et al. (2014)), our baseline exercise studies the effect of global financial

conditions on the distribution of exchange rate returns. We specify a linear model for their

conditional quantiles as follows:

Q∆FXt+h(τ |Xt) = αh(τ) + βh(τ)GFCt (1)

where ∆FXt+h is the monthly log change in the nominal effective exchange rate h months

ahead and GFCt is our measure of global financial conditions.9 Function Q computes quan-

tiles τ of the distribution of ∆FXt+h given a set of covariates Xt (in this case, GFCt and a

constant). Appendix B discusses technical details.

We estimate this equation on a currency-by-currency basis for a panel of 61 countries

from January 1991 to June 2018. The full list of currencies can be found in Appendix A. We

9The convention we adopt here is that positive FX changes represent an appreciation, and negative changes
a depreciation. This is done in order to facilitate comparison with the next section, which looks at returns.
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Figure 2 Impact of global financial conditions on the conditional quantiles of exchange rate
returns.

fci global

5 25 50 70 95
-3

-2

-1

0

1

2

3

P
er

ce
nt

ag
e 

po
in

ts

(a) Japan

fci global

5 25 50 70 95
-3

-2

-1

0

1

2

3

P
er

ce
nt

ag
e 

po
in

ts

(b) Australia

Note: The blue lines plot the values of βh(τ) across quantiles, while the black lines show OLS estimates of
the same specification. 95% confidence intervals are computed from 1000 overlapping block bootstrap draws.

focus on nominal effective exchange rates in our baseline to identify idiosyncratic dynamics,

avoiding potentially US-driven moves of US dollar bilaterals. 10 US dollar moves could

still affect global financial conditions (especially given the prominence of the US dollar in

global trade and financial markets), but we are interested on the effect of these moves on

country-idiosyncratic nominal effective exchange rates.

Figure 2 shows the typical output from such regressions for two currencies, the Japanese

yen (JPY) and the Australian dollar (AUD). The prevailing narrative in FX markets places

these two currencies at the opposite ends of a spectrum: while the JPY is considered a safe

haven (Ranaldo and Soderlind (2010), Habib and Stracca (2012)), which means that it tends

to appreciate during periods of increased global risk aversion, the AUD is typically regarded

as a risky currency that would instead depreciate in such circumstances.

The two panels show the impact of a one standard deviation change in global financial

conditions on different quantiles of the conditional distribution of exchange rate returns over

the same month, i.e. for h = 0. The Japanese yen exhibits positive coefficients approximately

from the 25th quantile on, meaning that most of the conditional distribution shifts to the

10See Section 5 for a robustness exercise which re-estimates our baseline specification considering US dollar
bilateral exchange rates, and another one that considers excess returns instead of plain exchange rate changes.
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Table 1 Goodness of fit measures, selected currencies.

R1(τ) R2

0.05 0.25 0.5 0.75 0.95

Australia 16.5 1.9 0.0 0.2 1.2 3.2
Euro area 1.7 0.4 0.1 0.4 7.5 0.0
Japan 2.8 0.7 1.7 6.5 12.3 5.8
Switzerland 0.1 0.1 2.2 3.7 9.0 2.1
United Kingdom 10.8 2.8 0.5 0.0 0.2 3.6
United States 0.3 0.1 1.9 2.4 9.8 4.7

right in the face of a tightening of global financial conditions (increasing the chances of an

appreciation). On the other hand, the coefficients for the Australian dollar are for the most

part not statistically different from 0, except for the first quartile, indicating an increased risk

of a sharp depreciation. The black lines show coefficient values from simple OLS regressions as

a benchmark. Figure 2 gives a sense of the advantages of our approach withe respect to OLS-

based alternatives commonly used in the literature: while the OLS coefficients are broadly

able to capture the different mean behaviour of the two currencies in the face of the same

shock (albeit not significantly so for Australia), it is evident that much useful information

for a richer chatacterisation of conditional distributions is discarded by only focussing on the

conditional mean.

3.2 Goodness of fit

Another way of comparing insights from quantile regression and OLS is by looking at measures

of goodness of fit. We follow Koenker and Machado (1999) and report quantile-specific

R1(τ) measures for all currencies. Unlike standard R2 measures, which quantify the relative

success of two models for the conditional mean function, and thus provide a global measure of

goodness of fit over the entire conditional distribution, R1(τ) measures provide information

on the relative local success of two models of a conditional quantile function.

R1(τ) is defined as

R1(τ) = 1− V̂ (τ)/Ṽ (τ) (2)

where V̂ (τ) denotes the sum of weighted absolute residuals of model (1) and Ṽ (τ) the sum

of weighted absolute residuals of a model consisting only of a constant (which provides an

estimate of the unconditional quantile τ).11 The interpretation is thus analogous to that

11As explained in Appendix B, V̂ (τ) and Ṽ (τ) are simply the objective functions of the respective quantile
regression problems, which take the form of weighted sums of absolute residuals, evaluated at the optimum.
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of standard R2: R1(τ) expresses the improvement in fit, in terms of the relevant criterion

function, obtained by adding covariates to the model.

Table 1 reports both R2 and R1(τ) measures for selected currencies. The first thing to

note is that the overall improvement in fit from including our measure of global financial

conditions as a covariate, proxied by the R2 of a standard OLS regression, varies across

countries, but is typically limited.

On the other hand, as far as R1(τ) measures are concerned, a robust pattern seems to

hold across countries (see Online Appendix for the full panel), namely, that the goodness of

fit tends to generally improve in the tails, highlighting the information content of financial

conditions that can be lost by exclusively focusing on the mean of exchange rates distribu-

tion. This is an important dimension along which our approach is superior in characterising

exchange rate behaviour compared to mean-based approaches. It is also worth noting that

the improvements tend to be concentrated in one tail, and the largest gains tend to accrue

to the most extreme percentiles, so the 95th for the Japanese yen, Swiss franc, US dollar and

the euro, and the 5th for the Australian dollar and UK pound.

3.3 Summary measures of tail behaviour

The information conveyed by the quantile-specific slope coefficients βh(τ) (as shown in Figure

2) can be summarised visually by studying their effect on fitted probability density functions.

In the same spirit as Adrian et al. (2019), who fit skew-t distributions to the predictive

quantiles of GDP growth, we fit non-parametric density functions to the quantiles of exchange

rate returns conditional on different values of global financial conditions.12 The reason for

using a non-parametric distribution is to allow for a more nuanced depiction of tail behaviour

than is possible by only fitting a few parameters (four in the case of the skew-t) to the

estimated conditional quantiles, which is particularly important in our application.

Specifically, we fit non-parametric distributions with Normal kernel φ and suitably chosen

bandwidth h, whose density is given by

f̂h(x) =
1

nh

T∑
τ=1

φ
(x− q̂(τ)

h

)
, (3)

to the fitted quantiles q̂(τ) conditional on the average value of global financial conditions

(which is 0), given by α̂h(τ), and conditional on a one standard deviation increase in global

12A similar approach is followed by Gaglianone and Lima (2012) and Korobilis (2017).
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Figure 3 Impact of a tightening of global financial conditions on the conditional distribution
of exchange rate returns.
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(a) Japan

-10 -8 -6 -4 -2 0 2 4 6 8 10

% change

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

P
ro

ba
bi

lit
y 

de
ns

ity

Average Financial Conditions
1 s.d. Financial Conditions

(b) Australia

financial conditions, given by α̂h(τ) + β̂h(τ).

Figure 3 illustrates the changes induced by a one standard deviation increase in global

financial conditions on the conditional densities of the same two currencies analysed before.

Our exercise does corroborate their usual characterisation: in the face of a tightening of global

financial conditions, the right (appreciation) tail of the distribution of the Japanese yen shifts

up significantly (increased chances of a sharp appreciation), while the left (depreciation)

tail of the distribution of the Australian dollar shifts down (increased chances of a sharp

depreciation). These ‘fatter’ tails not only confirm market narratives but, most importantly,

also provide a quantification of the shift in risks. That is, our model can assign probabilities

to each possible change in the value a particular currency, and make those probabilities a

function of global financial conditions. This is particularly useful from a risk-monitoring

perspective in the case of the tracking of countries’ macroeconomic conditions, and from

a risk-management perspective when thinking of exchange rates as asset prices underlying

investment strategies.

To compare such heterogeneous tail behaviour across currencies we compute measures of

divergence between the two distributions. In particular, we use a version of the Kullback-

Leibler divergence, also known as relative entropy, to quantify the ‘shifts’ induced in the

tail regions by a tightening of global financial conditions.13 Given a fitted distribution ĝ(x)

conditional on average global financial conditions and another, f̂(x), conditional on a 1

standard deviation increase in global financial conditions, we compute downside and upside

13This is similar in spirit to the quantification of upside and downside risks in Adrian et al. (2019).
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Figure 4 Downside and upside entropy measures of conditional exchange rate returns, selected
currencies.
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(relative) entropy outside of the interquartile range of ĝ(x) as

LD =

∫ Ĝ−1(0.25)

−∞
log

(
f̂(x)

ĝ(x)

)
f̂(x)dx (4)

LU =

∫ ∞
Ĝ−1(0.75)

log

(
f̂(x)

ĝ(x)

)
f̂(x)dx. (5)

Intuitively, downside and upside entropy measure the additional probability mass assigned to

tail events when there is a tightening of global financial conditions. For safe haven currencies,

upside entropy should be positive (denoting an increased probability of a large appreciation),

whereas for risky currencies, downside entropy should be high.

Figure 4 shows the results for the same selection of currencies AS Table 1.14 The ranking in

terms of tail behaviour once again broadly confirms prevailing narratives: typical safe haven

currencies such as the Japanese yen, the US dollar and the Swiss franc exhibit high upside

entropy but hardly any downside entropy, whereas risky currencies such as the Australian

dollar tend to exhibit a higher downside entropy. The case of the euro is somewhat interesting

14See Section 2 of the Online Appendix for the full sample of currencies.
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Table 2 Changes in appreciation and depreciation probabilities due to a tightening of
global financial conditions, selected currencies.

Depreciation probability ∆ Appreciation probability ∆
5-7.5% 2.5-5% 0-2.5% 0-2.5% 2.5-5% 5-7.5%

Australia 3.6 3.9 -5.7 -4.1 1.8 0.4
Euro area 0.0 1.3 1.5 -8.2 5.5 0.0
Japan 1.1 0.3 -8.2 -3.2 6.1 3.7
Switzerland 0.0 0.4 -7.2 -1.7 8.4 0.0
United Kingdom 0.0 5.8 -1.5 -5.1 0.8 0.0
United States 0.0 0.4 -6.3 1.5 4.5 0.0

in that it exhibits similar degrees of both upside and downside entropy, meaning that both

tails become fatter in response to a tightening of global financial conditions.

To provide a more tangible measure, Table 2 also reports changes in appreciation and

depreciation probabilities induced by a tightening of global financial conditions, that is, the

integral of f̂(x)− ĝ(x) over different ranges. Very large swings in returns in either direction

(>7.5%) are never assigned very high probabilities, whereas appreciations or depreciations

between 2.5% and 7.5% tend to be assigned higher chances, mostly in accord with usual

currency characterisations. In the case of the euro, the most notable change is a reallocation of

probability mass between the first two appreciation buckets. These results thus complement

and qualify the information about local fit from R1(τ) measures, and give a much more

nuanced depiction of different currencies’ tail behaviour.

In the next Section we turn to analysing the underlying country characteristics that

are associated with the different responses of currencies’ distributions to changes in global

financial conditions.

4 Identifying risk factors: a portfolio sorting approach

What country characteristics are associated with the different exchange rate dynamics doc-

umented in the previous section? Or, in other words, are there any risk factors associated

with specific tail behaviours that policymakers and investors should keep track of? To an-

swer this question we rely on portfolio sorting exercises, popular in the FX and equity pricing

literatures. In Subsection 4.1 we explain the rationale and mechanics behind our portfolio

sorting exercises, then in Subsection 4.2 we identify risk factors by studying the returns of
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our portfolios following changes in global financial conditions.15

4.1 Portfolio sorting

Identifying country characteristics associated with the individual features of exchange rate

returns distributions documented in Section 3 is challenging: for each country, conditional

distributions are identified from the whole (time series) sample and offer a single summary

statistic. However, it is likely that the risk factors associated with such dynamics change

over time. For example, it would not be appropriate to try to associate a certain conditional

exchange rate distribution to average fiscal deficits over 25 years, as this statistic is likely to

hide significant variation over the sample. To address such concerns, we need to introduce a

degree of time-variation in our analysis. To do so, we follow Cenedese (2015) and conduct

portfolio sorting exercises, widely used in the equity and FX pricing literatures.

We start from a series of candidate variables that have been identified in the literature

as being associated with particular reactions of exchange rates to changes in global financial

conditions: interest rate differentials (with respect to the US), current account balances, fis-

cal balances and levels of international reserves.16 A series of empirical papers have analysed

the importance of these risk factors for average exchange rate dynamics: Brunnermeier et al.

(2009), Lustig et al. (2011) and Menkhoff et al. (2012) study the risk features of high interest

rate currencies, Della-Corte et al. (2016) that of currencies of countries with large exter-

nal imbalances, while Fratzscher (2009) and Habib and Stracca (2012) assess the relevance

of a wide range of variables, including fiscal balances and international reserves. In turn,

these studies are grounded on a rich history of theoretical work linking these macroeconomic

variables and exchange rate dynamics.17

We consider each of the candidate risk factor variables in turn and, at each point in time

throughout our sample, begin by ranking countries according to the values they display for the

variable under consideration. So for example, when working with current account balances,

15Throughout the current exercise we do not consider euro-zone currencies (for the entire sample) given
the asymmetry between national/domestic risk factors and a zone-wide currency which value countries only
influence partially. We drop the entire time-series to avoid sample selection issues.

16Exact definitions and data sources can be found in Appendix A. Interest rate differentials are implied
from FX forward contracts. Note that recent CIP deviations mean that there is measurement error in this
quantification of interest rate differentials. For simplicity, and given that forward discounts are computed
based on contracts on US dollar bilateral exchange rates, we rely on interest rate differentials with respect to
the US despite using nominal effective exchange rates.

17See, for example, Krugman (1979), Dornbusch and Fischer (1980), Wijnbergen (1991), Obstfeld and
Rogoff (1995) and Gabaix and Maggiori (2015).
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Figure 5 Portfolio ranking based on Current Account balance for selected countries.
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we rank countries from those displaying the highest current account surplus to those with

the highest deficit.18

We then assign currencies to five portfolios according to this ranking. Continuing the

previous example, the first portfolio contains the currencies with the largest current account

deficits, while the fifth portfolio contains the currencies with the largest current account

surpluses. As an example, Figure 5 plots such portfolio assignment for a selection of currencies

over time. Finally, we compute the return of each portfolio over the month as the equally-

weighted return of its component currencies, and compute the relative return between the

first (most exposed to the risk factor) and fifth (least exposed to the risk factor) portfolios

(i.e. of the high-minus-low portfolio).19 This relative return is a proxy for the (FX) market

compensation for exposure to the risk factor under consideration, and constitutes our variable

of interest.20

The advantage of such a portfolio sorting approach is that it introduces time variation

18We rebalance portfolios annually given the limited availability of data for the sorting variables.
19We use pure FX-driven returns, i.e. log exchange rate changes. The convention matches that of the

previous section, so that a positive return corresponds to an appreciation. See Section 5 for an alternative
specification which considers excess returns.

20See Section 5 for a robustness exercise which considers an alternative version of the portfolio sorting in
which the assignment of currencies to risk buckets is performed according to lagged values of the risk variables
under consideration.
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Table 3 Goodness of fit measures for the relative returns of sorted portfolios.

R1(τ) R2

0.05 0.25 0.5 0.75 0.95

Carry 6.7 4.0 2.4 0.4 0.0 0.0
Current Account 7.8 4.0 3.9 1.2 1.4 0.0
Fiscal 0.5 0.1 0.0 0.7 1.2 0.0
Reserves 2.3 2.2 0.8 0.3 1.6 0.0

in the exposure to risk factors, which could be associated with particular exchange rate

dynamics. This is achieved by allowing countries to have different levels of exposure at

different points in time. For example, country A could exhibit a large current account surplus

in period t and a large deficit in period t+k. In this situation, the return of country A’s

currency in period t will be assigned to the portfolio comprising surplus countries, while the

return in period t+k will be assigned to the portfolio comprising deficit countries. By doing

this, our estimates do not depend on the whole time series of returns of a particular country

or group of countries, but instead returns are computed dynamically depending on where

countries lie in the ranking of risk factors.21

We conduct the exercise described above separately for each of our four risk factors, and

then analyse how exposure to each of them is associated with differential responses of the

tails of relative return distributions to changes in global financial conditions.

4.2 Risk factors and global financial conditions

After computing relative portfolio returns as described in Subsection 4.1, we proceed to

analyse how their distributions are affected by shifts in global financial conditions, as in

Section 3. In line with the previous section, we first first estimate conditional quantile

functions for each relative portfolio returns series, and then fit two empirical distributions: one

conditional on average global financial conditions, and another conditional on a one standard

deviation tightening of global financial conditions. That is, we want to know the distribution

of potential returns of each of the strategies considered (as reflected in the behaviour of the

described relative returns) under both ‘normal’ and ‘tight’ global financial conditions. If the

factors considered were true risk factors, we would expect the distribution of their potential

relative returns to exhibit ‘fatter’ left tails under a tightening of global financial conditions

21In practice, these portfolios are moderately stable but not constant: currencies remain in their most
common portfolio throughout 55% of the sample on average. If we consider the two most common portfolios,
this number goes up to 80%.
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Figure 6 Impact of a tightening of global financial conditions on the conditional distribution
of relative portfolio returns.
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(a) Carry
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(b) Current Account
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(c) Fiscal
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(d) Reserves

(that is, we would expect a larger likelihood of currencies exposed to that factor depreciating

sharply). As before, we report goodness-of-fit measures for the quantile regressions, relative

entropy measures as well as changes to probabilities of different outcomes.

Table 3 shows that the goodness of fit of quantile regressions of relative portfolio returns

on global financial conditions improves in the tails, even when standard R2 measures are

very close to 0, in line with our findings for individual currencies. More specifically, it is

the left tails (negative returns) that display the best fit, which suggests that global financial

conditions are particularly useful for understanding the ‘crash risk’ of such strategies.22 The

gains are most pronounced for portfolios sorted by interest rate differentials (carry) and

current account balances, whereas there’s virtually no improvement in fit for portfolios sorted

by fiscal balances. Portfolios sorted according to the level of international reserves are an

intermediate case.

As for the shape of the distribution of conditional returns in the face of tighter global

22The fact that most of the action is concentrated in the left tails of the conditional distributions is to
be expected if the factors considered are indeed risk factors associated with negative conditional returns of
highly exposed currencies and conditional excess returns of currencies with low exposures.
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Table 4 Changes in probabilities of relative returns in response to a tightening of global
financial conditions, sorted portfolios.

Loss probability change Gain probability change
>10% 7.5-10% 5-7.5% 2.5-5% 0-2.5% 0-2.5% 2.5-5% >5%

Carry 0.0 0.1 4.1 3.7 -0.4 -7.7 0.0 0.1
Current account 0.0 0.0 0.0 6.1 -0.1 -6.5 0.5 0.0
Fiscal 0.0 0.0 0.0 1.2 -3.1 1.7 0.2 0.0
Reserves 1.7 0.0 1.1 4.3 -0.6 -5.5 0.7 0.0

financial conditions, Figure 6 shows that currencies of countries with relatively high interest

rates, large current account deficits and low levels of international reserves display a higher

likelihood of experiencing a sharp depreciation.23 This is also reflected in positive downside

entropies (Figure 7) and increases in the chances of negative relative returns (Table 4), in

line with our priors. The results for currencies of countries with high fiscal deficits are less

clear-cut, as there is a very minor increase in both downside and upside entropies. 24 These

findings are consistent with (mean-based) results in Brunnermeier et al. (2009), Lustig et al.

(2011), Menkhoff et al. (2012), Della-Corte et al. (2016), Fratzscher (2009) and Habib and

Stracca (2012).

In sum, in this section we show that global financial conditions contain useful information

for characterising the relative returns distribution of currencies exposed to a series of intuitive

risk factors. This is particularly true of (negative) tail outcomes. These insights can be of

interest to policymakers assessing the financial stability outlook of countries, and to investors

performing risk management calculations of their investment strategies.

5 Robustness

In this section we list a series of robustness checks on our baseline results along three dimen-

sions. First, we explore alternative exchange rate measures, namely US dollar bilaterals and

currencies’ excess returns (net of interest rate differentials). Second, we modify our exercise

in Section 4 by sorting portfolios using lagged values of the sorting variables in order to

rule out the possibility of currency rankings being contemporaneously affected by changes

in global financial conditions. Last, we explore a range of alternative proxy measures for

23To be precise, these conditional portfolio returns could also be the consequence of opposite dynamics for
currencies that rank low in terms of exposure to the risk factors under consideration.

24However, this comes on the back of an overall worse fit across quantiles than for the other factors. (Table
3).
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Figure 7 Downside and upside entropy measures of conditional relative portfolio returns.
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global financial conditions, including the VIX index. All results are available in the Online

Appendix.

5.1 Exchange rate returns measures

Our baseline results in Section 3 are based on nominal effective exchange rates (NEERs).

This choice is motivated by the desire to focus on plain exchange rate moves, abstracting

from interest rate differentials, and to avoid US-driven, globally synchronised changes in

bilateral dollar exchange rates. However, in order to facilitate comparisons with the existing

literature, we also report results of exercises that consider alternative choices: NEERs-based

excess returns and US dollar bilaterals. Charts and tables can be found in Section 3.1 of the

Online Appendix.

Results are broadly unchanged when considering excess returns, which net out interest

rate differentials of the currency under consideration vis-à-vis the rest of the world. This

holds both for individual currency exercises, and for the portfolio exercises used to identify

risk factors. For US dollar bilaterals the changes are also small. Tail behaviour rankings based

on relative entropy are virtually unaltered, despite changes in their values in the expected

direction: given the high conditional upside entropy of the US dollar NEER itself, the condi-
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tional upside entropies of other safe haven currencies become smaller when considering dollar

bilaterals, while the downside entropies of risky currencies increase. The portfolio sorting

exercise also yields results that are very close to our baseline specification. The only more

notable change, also present when using NEER-based excess returns, is that the portfolio

exercise based on fiscal balances does show some downside entropy; that is, there is potential

evidence of fiscal deficits actually constituting another significant risk factor.

5.2 Portfolio sorting strategy

In our baseline results, the sorting of currencies into portfolios based on the values of risk

factors is done contemporaneously. More specifically, the sorting is done at the annual fre-

quency due to data availability, while the conditional returns of the resulting portfolios are

measured at monthly frequency. One downside of such strategy is that it is liable to suffering

from reverse causality, in that the risk factors could themselves change in response to changes

in global financial conditions over the year, in turn affecting the composition of portfolios.

A solution is to perform the portfolio sorting considering lagged values of the risk factors,

which comes at the cost of potentially using out-of-date data, given the annual rebalancing

of portfolios but monthly returns computation. With this caveat in mind, we check the ro-

bustness of the results reported in Section 4 to this alternative sorting strategy, but find that

results, reported in Subsection 3.2 of the Online Appendix, are virtually unchanged.

5.3 Measurement of global financial conditions

Our global financial conditions index is one of many attempts in the literature to summarise

moves in risky asset prices. Other widely used approaches include the global factor presented

in Miranda-Agrippino and Rey (2015) (MAR) and the VIX index (see, for example, Habib

and Stracca (2012), who identify their global risk shock based on VIX data).25

We repeat the exercises in Section 3 using both alternative measures. Quantile regressions

based on these alternative indices typically yield conditional FX returns distributions which

match qualitatively those of our baseline (especially for VIX-based results, less clearly so for

MAR’s index), but goodness of fit measures are typically worse. Also, in the case of MAR’s

index, the ranking of currencies based on downside and upside entropies is less intuitive, in

the sense that it does not as clearly match prevailing market narratives. The results can be

found in Subsection 3.3 of the Online Appendix.

25The correlations of our global financial conditions index with MAR’s and the VIX are approximately 0.6
and 0.8 respectively.
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6 Conclusion

We provide novel empirical evidence on the relationship between the entire distribution of

currency returns and global financial conditions. Our results corroborate some of the pre-

vailing narratives about safe haven and risky currencies, but also provide richer insights than

existing studies focussing on mean returns, allowing for example to rank currencies according

to their tail behaviour and to quantify the shifts in their distributions following changes in

global financial conditions. We also document the role of commonly used macro-financial risk

factors in explaining losses on FX portfolios in the face of tighter global financial conditions.

These insights can be of interest to policymakers assessing the financial stability outlook

of countries, and to investors performing risk management calculations of their investment

strategies.

In ongoing research work, we are first of all exploring the usefulness of our approach for

forecasting currency returns, that is, evaluating the out-of-sample performance of predictive

densities obtained from our baseline specification 1 for h > 0. Furthermore, we are expanding

the list of macroeconomic fundamentals underlying our portfolio sorting exercises to include

other potentially relevant country characteristics, and also exploring alternative empirical

strategies that could allow us to rank the relative importance of different risk factors in

shifting the distribution of currency returns.
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A Appendix: Data

A.1 Exchange rates

The analysis in Section 3 is conducted using Nominal Effective Exchange Rates (NEERs) from

the BIS from January 1994 to June 2018 for the following countries: Algeria, Argentina, Aus-

tralia, Austria, Belgium, Brazil, Bulgaria, Canada, Chile, China, Chinese Taipei, Colombia,

Croatia, Cyprus, Czech Republic, Denmark, Estonia, Euro area, Finland, France, Germany,

Greece, Hong Kong, Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy, Japan, Ko-

rea, Latvia, Lithuania, Luxembourg, Malaysia, Malta, Mexico, Netherlands, New Zealand,

Norway, Peru, Philippines, Poland, Portugal, Romania, Russia, Saudi Arabia, Singapore, Slo-

vakia, Slovenia, South Africa, Spain, Sweden, Switzerland, Thailand, Turkey, United Arab

Emirates, United Kingdom, United States and Venezuela.

Exchange rate changes are computed as log differences on monthly averages; interest

rate differentials (and the corresponding excess returns) are not considered in the baseline

analysis.

A.2 Global financial conditions

As described in Section 2, our proxy for global financial conditions is constructed from a

series of country-specific Financial Condition Indices (FCIs) following Arregui et al. (2018),

which in turn base their method on Koop and Korobilis (2014). These country-specific FCIs

consider the following variables:

• Long-term government interest rates: yield on nominal government bonds with maturity

of 10 years. Source: Thomson Reuters Datastream.

• Sovereign spreads: for advanced economies, we calculate sovereign spreads as the dif-

ference between domestic long-term government interest rates and those of bonds of a

benchmark country (Germany for Europe and US for rest of the world). For emerging

market economies we use stripped spreads from JP Morgan’s EMBI. Sources: Thomson

Reuters Datastream and JP Morgan.

• Term spreads: difference between domestic long-term government interest rates and

a domestic short term T-bill rate (with maturity of 3 months or closest). Sources:

Thomson Reuters Datastream and Bank of America Merrill Lynch.
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• Interbank spreads: difference between 3-month interbank rate (or closest) and 3-m

T-Bill rate (or closest). Source: Thomson Reuters Datastream and national central

banks.

• Corporate spreads: corporate spread indices. Sources: Bank of America Merril Lynch,

Barclays, JPMorgan (CEMBI) and Standard & Poor’s.

• Equity returns: monthly return of domestic stock index, measured in domestic currency.

Source: Thomson Reuters Datastream.

• Equity volatility: realised monthly volatility computed using daily changes in equity

index. Source: Thomson Reuters Datastream.

• Market capitalisation of financial sector: market capitalisation of MSCI Country Fi-

nancials Index divided by MSCI Country Index. Source: MSCI Inc.

• Credit growth: monthly change of credit to households and non-profit institutions

serving households, provided by all sectors. Source: BIS.

• House price returns: monthly returns based on residential property prices. Source: BIS.

The macroeconomic variables used to ‘clean’ financial condition indices are CPI inflation and

industrial production (source: national sources via Thomson Reuters Datastream).

We compute FCIs at the monthly frequency from January 1995 to June 2018 for the

following countries: Argentina, Australia, Austria, Belgium, Brazil, Bulgaria, Canada, Chile,

China, Colombia, Czech Republic, Denmark, Finland, France, Germany, Hungary, India,

Ireland, Israel, Italy, Japan, Korea, Malaysia, Mexico, Netherlands, New Zealand, Norway,

Peru, Philippines, Poland, Portugal, Russia, South Africa, Spain, Sweden, Switzerland, Thai-

land, Turkey, United Kingdom, United States and Venezuela. Where needed, we splice back

the series (up to 1991) using the FCIs published in the IMF’s April 2017 GFSR.

Armed with a set of country-specific FCIs we then compute our proxy of global financial

conditions as a simple cross-sectional average of these.

A.3 Risk factors

We use a series of macro-financial variables as risk factors in the portfolio-sorting exercise

conducted in Section 4. The variables considered are the following:

• Current account balance. Sources: IMF IFS and OECD databases.
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• Interest rate differentials: relying on the CIP condition, we use FX-forward based

forward discounts (vs. the US dollar) as a proxy for interest rate differentials.26 Source:

Thomson Reuters Datastream.

• International reserves: total international reserves. Source: IMF IFS database.

• Fiscal balance: fiscal position of the government after accounting for capital expendi-

tures. Source: OECD.

• GDP: Gross Domestic Product, constant prices in domestic currency. Source: IMF IFS

database.

B Appendix: Quantile regression

Given a linear model for the conditional quantile function

Qy(τ |X) = xβ(τ) (B.1)

the quantile regression estimate β̂(τ) is the minimiser of

V̂ (τ) = min
β∈Rp

∑
ρτ (yi − x′iβ) (B.2)

where ρτ (u) = u[τ − I(u < 0)] is the so-called check function.

As discussed in Koenker (2005), the solution of problem B.2 is amenable to linear pro-

gramming techniques. However, in our MATLAB implementation, we have found it compu-

tationally more efficient to approximate the exact solution via an iteratively-reweighted-least-

squares (IRLS) algorithm. This is motivated by the close relationship of B.2 to the problem of

finding the least-absolute-deviations (LAD) estimator (which obtains for τ = 0.5), and more

generally of solving Lp−norm linear regression problems. Building on Mohammadi (2009),

we proceed as follows: we start from an initial OLS estimate,

β̂(0) (τ) = (x′x)
−1
x′y.

We then take the residuals ûi
(0) (τ) = yi − xiβ̂

(0) (τ) and construct a diagonal matrix of

26We acknowledge the presence of measurement error due to deviations from the CIP condition after 2008.
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weights w(t), t > 0, whose diagonal elements are given by

w
(t)
ii (τ) =

1

ρ1−τ

(
u

(t−1)
i (τ)

)
We then obtain an updated estimate β̂(t) (τ), residuals û(t) (τ) and weights w(t+1) (τ) using

weighted least squares:

β̂(t) (τ) =
(
x′w(t) (τ)′ x

)−1
x′w(t) (τ)′ y

and iterate until convergence. Essentially, the procedure approximates B.2 by a convergent

sequence of weighted sums of square residuals, where the weights are chosen so as to approx-

imate the check function ρτ with a quadratic one.

B.1 Bootstrapping

While there are several results available for inference in quantile regression with time-series

data (see for example Xiao (2012), Zhou and Shao (2013)), we take a shortcut and deal

with potential autocorrelation in the errors from B.2 by bootstrapping confidence intervals

for all quantities of interest. Fitzenberger (1998) shows that a moving (or overlapping)

block bootstrap procedure provides heteroskedasticity- and autocorrelation-consistent (HAC)

standard errors for quantile regression coefficient estimators.

The procedure works as follows: letting zt = [yt, xt] denote the original data, T the sample

size and b a suitably chosen block length, a resample z∗it of length T ∗ = b ∗ round(T/b) is

obtained by joining round(T/b) draws (with replacement) of b consecutive elements of zt

(blocks), where the blocks are allowed to overlap. Each resample z∗it yields an estimate of

the quantile regression coefficients β̂∗i (τ) and can be used to compute all other statistics of

interest, such as V̂i(τ) and thus R1(τ) etc. Confidence intervals at level γ for β̂(τ) and other

quantities of interest are computed as(
2β̂(τ)− β̂∗1−γ

2

(τ), 2β̂(τ)− β̂∗γ
2
(τ)
)

(B.3)

where β̂∗p(τ) denotes the p−th percentile of the bootstrapped draws β̂∗i (τ)27.

27In the computation of confidence intervals for R1(τ) we instead compute directly percentiles from the
bootstrapped draws to ensure non-negative values.
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