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1. Introduction

The optimal currency area literature in the tradition of Mundell (1961) has stressed
the importance of labor mobility as a pre-condition for monetary unions (see e.g. Dellas
and Tavlas, 2009, for a survey). The intuition is that factor mobility may cushion
the effects of region-specific shocks when conventional stabilization mechanisms are
unavailable. But only a few studies formally link labor mobility to macroeconomic
adjustment and policy. In this paper, we seek to fill this gap in the literature by
studying macroeconomic dynamics and (optimal) monetary policy in a model economy
with cyclical labor flows across distinct regions sharing trade links and a common
monetary policy.

The paper makes three key contributions. First, we establish a benchmark for our
analysis by deriving optimal monetary policy in a New Keynesian DSGE model of a
monetary union in which employment is determined through a search and matching
process in regional labor markets. In doing so, we combine optimal monetary pol-
icy in a monetary union (as e.g. in Benigno, 2004) with optimal monetary policy in
economies with labor market frictions (as e.g. in Thomas, 2008; Blanchard and Gaĺı,
2010; Ravenna and Walsh, 2011). Second, we derive optimal migration flows within
the monetary union. In our full model with free labor movements, households allocate
workers across the union to equalize expected net gains from participation in each re-
gional labor market. Hence, migration flows are driven by fluctuations in the relative
labor market performance consistent with the empirical evidence (e.g. Saks and Woz-
niak, 2011; Lkhagvasuren, 2012; Lewis and Swannel, 2018). Third, we derive optimal
monetary policy responses to these migration flows within the union. As for our bench-
mark economy, we obtain a loss function for the common monetary authority from a
second-order approximation of the welfare of households across regions, expressed in
terms of efficiency gaps.

Like Benigno (2004), we find that the optimizing policymaker faces a trade-off
between producer price stability in individual regions and the appropriate allocation of
demand across the monetary union whenever region-specific shocks call for adjustments
in relative prices. In line with results in e.g. Ravenna and Walsh (2011) for the closed
economy, labor market frictions give rise to additional trade-offs with labor market
conditions in regional labor markets. Moreover, as households do not fully internalize
the effects of their migration decisions on aggregate labor market outcomes, labor
mobility implies that region-specific disturbances induce further trade-offs between
differences in labor market conditions across the union. Thus, free movement of labor
complicates the setting of monetary policy and requires the optimizing policymaker to
show greater flexibility in inflation targeting by also leaning somewhat against small
deviations of migration flows from their efficient benchmarks.1

1See e.g. Walsh (2014) for a discussion of the appropriate degree of flexibility in inflation targeting
based on the existing literature on economies with openness or labor market frictions.
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Turning to macroeconomic dynamics, we use our model to show how labor mo-
bility nevertheless facilitates macroeconomic adjustments in a monetary union. We
illustrate how the role played by labor mobility may depend on the underlying macroe-
conomic disturbances, the structure of regional economies, and the monetary policy
regime. For example, labor mobility allows a region to effectively ‘export’ some of the
unemployment that would otherwise be associated with region-specific technological
advances when prices are sticky and monetary policy accommodation is insufficient.
At the same time, the rest of the union may ‘import’ workers to avoid overheating
in regional labor markets caused by a looser common monetary policy stance. Labor
mobility makes up for some of the short-comings of the common monetary policy in
this case. By contrast, optimal monetary policy supports aggregate demand enough
to avoid a deterioration in labor market conditions in the region exposed to the shock,
inducing an appropriate flow of inward migration to employ more workers where they
are most productive. Monetary policy and labor mobility now pull together to improve
macroeconomic outcomes across the union.

Finally, we consider the welfare consequences of following a set of suboptimal simple
monetary policy rules instead of the optimal policy prescriptions.2 A strict inflation
targeting regime, for example, leads to higher welfare costs relative to optimal policy
when labor is free to cross regional borders. In this case, a simple rule leaning against
both inflation and unemployment can deliver smaller welfare losses. But strict inflation
targeting remains close to optimal; the extra degree of flexibility in inflation targeting
called for by externalities in individual migration decisions turns out to be quantita-
tively small. More broadly, labor mobility reduces welfare costs of following simple
instrument rules as migration flows help to close inefficiency gaps in regional labor
markets when monetary policy is suboptimal. The social benefits to free movement
turn out to be significant, even when households do not take full account of them when
making individual migration decisions.

Our paper follows the previous study of labor mobility in a monetary union by Farhi
and Werning (2014). Compared to their simple static framework, however, we place
our analysis within a fully articulated DSGE model with search and matching frictions
in labor markets and a range of macroeconomic disturbances. Moreover, we fully char-
acterize and solve for optimal monetary policy from the perspective of social welfare.
The optimal policy analysis also sets our paper apart from the contemporaneous work
by House et al. (2018). While similarly building a search model with migration, these
authors focus on how labor mobility affects changes in dynamics when countries form
a monetary union in which policymakers follow a given suboptimal monetary policy
rule. More broadly, the paper relates to a growing literature on the role of migration
in macroeconomic adjustments. Bandeira et al. (2018), for example, investigate the in-

2We consider four different rules: a regime of strict inflation targeting, a simple instrument rule
leaning against inflation, a simple rule leaning against both inflation and unemployment, and a rule
with an interest-rate smoothing and weights on inflation and output.
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terplay between fiscal consolidations and migration, and Smith and Thoenissen (2018)
analyse how relative human capital levels shape the effects of migration flows on the
economy.

The paper is organized as follows. Section 2 lays out the model. The efficient allo-
cation is characterized and compared to the market equilibrium in Section 3, while the
optimal policy is derived in Section 4. Section 5 presents the calibration to U.S. data.
Section 6 contains a description of macroeconomic dynamics following disturbances to
supply, demand, and labor market efficiency. Welfare results are reported in Section 7,
and concluding remarks in Section 8.

2. The Model

The model economy is composed of two regions i and j sharing a common monetary
authority. In each region, households consume and enjoy leisure. A share of workers
are employed either at home as native workers, or across the regional border as migrant
workers. At the beginning of each period, households allocate those workers that are not
currently in employment to the two labor markets. Here, wages are settled with firms
through a wage bargaining process. Regional intermediate firms hire new workers from
the pool of native and migrant job searchers before selling their products to retailers in
a competitive wholesale market. Retailers turn intermediate products into marketable
goods for final use in the economy. They operate under monopolistic competition
and set prices subject to a nominal rigidity. The common monetary authority set the
nominal short-term interest rate for the whole union.

2.1. Households

The representative household in region i consists of a continuum of family members
of mass 1. During any given period t, individual members are employed or unemployed
either in labor market i (Eii

t and U ii
t ) or in labor market j (Eij

t and U ij
t ) so that

Eii
t + U ii

t +Eij
t + U ij

t = 1. When a period ends, a fraction ρ of the employed in region
i, and a fraction ρ of those employed in region j, are separated from their jobs. At the
beginning of each period, the total mass of household i members searching for a job is
given by those members who spent the previous period as unemployed as well as those
who have just lost their jobs, in either of the two labor markets:

SiH,t = U ii
t−1 + ρEii

t−1 + U ij
t−1 + ρEij

t−1

= 1− (1− ρ)
[
Eii
t−1 + Eij

t−1

]
(1)

We assume that the household allocates its pool of searchers to each of the two labor
markets, regardless of their previous migration status. Specifically, taken labor market
conditions as given, the household keeps a fraction Ωi

t of its searchers at home to look
for jobs in region i, Siit = Ωi

tS
i
H,t, while the remaining searchers are sent as migrants to

seek employment in region j, Sijt = (1− Ωi
t)S

i
H,t. Once the migration decision has been
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made, members can search in their designated regional labor market only. If they fail
to find a job in that particular market, they spend the period there in unemployment.
Assuming instantaneous hiring, the evolution of employment of household i members
as native workers in the home labor market becomes

Eii
t = (1− ρ)Eii

t−1 +M ii
t = (1− ρ)Eii

t−1 + f iit S
ii
t (2)

where M ii
t denotes the number of successful matches of job searchers, Siit , to vacancies

in region i, and f iit ≡ M ii
t /S

ii
t is the job finding rate. Similarly, the evolution of

employment of household i migrants in region j becomes

Eij
t = (1− ρ)Eij

t−1 + f ijt S
ij
t (3)

with f ijt ≡M ij
t /S

ij
t . Corresponding unemployment rates are

U ii
t ≡ Siit −M ii

t =
(
1− f iit

)
Siit ; U ij

t ≡
(
1− f ijt

)
Sijt (4)

For convenience, we assume that family members consume and enjoy leisure in the
region of their origin and that idiosyncratic income risk is perfectly insured away within
the family.3 In period t, then, the household chooses consumption, Ci

t , savings in the
form of a portfolio of state-contingent zero-coupon nominal bonds, Di

t+1, as well as
the share of searchers remaining in the home labor market, Ωi

t, to maximize expected
life-time utility, which we specify in the following form

Et

∞∑
t=0

βtU it = Et

∞∑
t=0

βt
[
(Ci

t)
b(lit)

1−b]1−σ − 1

1− σ
(5)

with

1− lit =
[
(1− α1)1/ν1(Eii

t + ζU ii
t )

ν1−1
ν1 + (α1)1/ν1(Eij

t + ζU ij
t )

ν1−1
ν1

] ν1
ν1−1

(6)

Ci
t =

[
(1− α2)1/ν2(Ci

H,t)
ν2−1
ν2 + (α2)1/ν2(Ci

F,t)
ν2−1
ν2

] ν2
ν2−1

(7)

where 1 − lit captures the utility cost in terms of the time spent on labor market
activities in either of the two labor markets. This disutility is assumed to be a CES
aggregator of family members’ labor market activities in regions i and j, where ν1 < 0
measures the elasticity of substitution between being a native member of the labor
force in region i and being a migrant member of the labor force in labor market j, and
α1 captures differences in the disutility attached to working or searching in either of
the two regions. As discussed in further detail in Section 5, α1 pins down the steady-
state share of migrant (un)employment to total (un)employment as well as the share

3Considerations relative to the location and type of consumption of different workers, as discussed
in Farhi and Werning (2014), are thus abstracted from.
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of migrant searchers in the entire pool of searchers. ζ captures time spent on labor
market activities by the unemployed, such as searching for jobs, developing skills or
collecting unemployment benefits. Similarly, aggregate consumption is measured by a
CES aggregator of domestic and imported consumption goods, each in turn given by
a CES function,

Ci
H,t ≡

[∫ 1

0

Ci
H,t(l)

ε−1
ε dl

] ε
ε−1

; Ci
F,t ≡

[∫ 1

0

Ci
F,t(l)

ε−1
ε dl

] ε
ε−1

(8)

where l ∈ [0, 1] denotes the consumption good variety, assuming that each country
produces a continuum of differentiated final goods. The parameter α2 reflects the
openness of the regional economy and is inversely related to the degree of home bias in
consumption, whilst ν2 determines the elasticity of substitution between domestic and
foreign goods. Total consumption expenditures of the representative household in i is
given by P i

H,tC
i
H,t + P i

F,tC
i
F,t = P i

tC
i
t , where P i

H,t and P i
F,t are indices of domestically

produced and imported goods, respectively, and P i
t is the consumer price index (CPI).

Hence, households maximize utility subject to the following budget constraint

P i
tC

i
t + Et

(
Qt,t+1D

i
t+1

)
≤ Di

t +W ii
t E

ii
t + P i

t b
UU ii

t +W ij
t E

ij
t + P j

t b
UU ij

t + T it . (9)

The employed earn a wage W ii
t as natives and W ij

t as migrants, and the unemployed
are entitled to unemployment benefits (bU). Qt,t+1 is the stochastic discount factor,
and T it are lump-sum taxes and transfers in region i. The first-order conditions with
respect to consumption, Ci

t , and the zero-coupon bond, Di
t+1, yields a standard Euler

equation

βRtEt

{(
U i
c,t+1

U i
c,t

)(
1

Πi
t+1

)}
= 1 (10)

where Πi
t+1 ≡ P i

t+1/P
i
t captures CPI inflation in region i and where U i

c,t denotes the
marginal utility of consumption of household i in period t.4 For the given utility
specification (5) the marginal utility of consumption states as

U i
c,t =

[
(Ci

t)
b(lit)

1−b]−σ b(Ci
t

lit

)b−1

Zi
t (11)

Here, Zi
t is a preference shock, where

logZi
t = ρz logZi

t−1 + νiz,t (12)

and νiz,t is i.i.d with zero mean and variance σ2
z . Under the assumption of complete

markets for securities traded across the two geographical regions, a standard risk-
sharing condition applies

U i
c,tQ

i
t = U j

c,tϑ (13)

4No-arbitrage implies the risk-free, union-wide interest rate to be defined by R−1
t = Et {Qt,t+1}.
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where Qi
t ≡ P j

t /P
i
t is the real exchange rate (from the point of view of region i), and

ϑ is a constant which depends on initial conditions. The first-order condition with
respect to Ωi

t – derived under the assumption that households take both job finding
rates and real wages as given – gives a condition determining the optimal migration
flows:5

f iit
W ii
t

P i
t

+ (1− f iit )bU −
U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

]1/ν1 [
f iit + (1− f iit )ζ

]
=

f ijt
W ij
t

P j
t

Qi
t + (1− f ijt )bU −

U i
l,t

U i
c,t

[
α1(1− lit)
Eij
t + ζU ij

t

]1/ν1 [
f ijt + (1− f ijt )ζ

] (14)

where U i
l,t is the marginal utility of leisure. This condition states that the household

allocates searchers to the two labor markets so that the respective expected net benefits
from participating in them are equalized. With probability f iit , a searcher in region i
is matched to a vacancy and earns a real wage W ii

t /P
i
t . With the complement proba-

bility, the searcher does not find a job and is left with the unemployment benefit bU .
The expected net benefit from sending an extra searcher to region i is therefore the
probability weighted sum of the real wage and the unemployment benefit in excess of
the expected utility cost of labor market activities in region i. These activities require
one unit of time if employed (with probability f iit ), and ζ units if unemployed (with
probability 1− f iit ) and are evaluated at the household’s marginal rate of substitution
between consumption and leisure when participating in region i’s labor market.6 If
this expected benefit on the left-hand side of (14) were not equal to the expected ben-
efit from participation in labor market j on the right-hand side, the household could
increase its expected utility by sending more searchers to the labor market with the
highest expected net benefit.

2.2. Intermediate production

Intermediate firms in region i produce intermediate goods according to the linear
production function

X i
t = AitE

i
t (15)

where employment is given as the sum of native and migrant workers in the region,
Ei
t = Eii

t + Eji
t , and Ait is an exogenous productivity process evolving according to

log(Ait) = ρa log(Ait−1) + νia,t (16)

5Appendix A spells out households’ value function and provides further details about the optimal
migration decision.

6Notice that the aggregate marginal rate of substitution is adjusted to reflect the utility cost of
labor market activities in each labor market following from (6).
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where νia,t is an i.i.d shock with zero mean and standard deviation σia. To hire new

workers, firms post V ii
t vacancies for native workers and V ji

t vacancies for migrant
workers at a cost of κ per vacancy. The number of successful hires or ‘matches’ is a
function of searching workers and vacancies:

M ii
t = τ it

(
V ii
t

)γ (
Siit
)1−γ

; M ji
t = τ it

(
V ji
t

)γ (
Sjit
)1−γ

(17)

where 1 − γ captures the elasticity of matches to searchers, and matching efficiency
evolves according to

log(τ it ) = (1− ρτ ) log(τ i) + ρτ log(τ it−1) + νiτ,t (18)

where νiτ,t is an i.i.d shock with zero mean and standard deviation σiτ . We define labor
market tightness in region i for native and migrant workers, respectively, as

θiit = V ii
t /S

ii
t ; θjit = V ji

t /S
ji
t (19)

Hence, the probabilities of filling a vacancy of each kind in period t are given by

qiit =
M ii

t

V ii
t

= τ it
(
θiit
)γ−1

; qjit =
M ji

t

V ji
t

= τ it
(
θjit
)γ−1

(20)

By assumption, a filled vacancy becomes productive immediately. To derive the number
of vacancies posted by intermediate firms, let P i

x,t denote the price of intermediate goods
produced in region i. Since the intermediate firms operate under perfect competition,
the marginal value of a filled vacancy of the two types of workers can be expressed in
terms of the final consumption bundle as7

V ii
J,t =

P i
x,t

P i
t

Ait −
W ii
t

P i
t

+ (1− ρ)Et{Qt,t+1V
ii
J,t+1} (21)

V ji
J,t =

P i
x,t

P i
t

Ait −
W ji
t

P i
t

+ (1− ρ)Et{Qt,t+1V
ji
J,t+1} (22)

The value of a filled vacancy to an intermediate producer is given by the marginal real
revenue minus the real marginal cost (the real wage), plus the discounted continuation
value from the match. With probability (1− ρ), the job remains active and earns the
expected value; the job is destroyed with probability ρ and thus has zero value.

With free entry, the expected real value of posting a vacancy (e.g. qiit V
ii
J,t) must equal

the cost (κP i
H,t/P

i
t ). Hence, the marginal values of filled vacancies are constrained by

the conditions

V ii
J,t =

κ

qiit

P i
H,t

P i
t

; V ji
J,t =

κ

qjit

P i
H,t

P i
t

(23)

7The value of a match to the firm can be derived as the partial derivative of the value of the
firm to its owners, in turn given as the present discounted value of profit streams, with respect to
employment.
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Combining equations (22) and (23) yields a job-creation condition determining the
number of vacancies posted for each of the two types of workers:

κ

qiit

P i
H,t

P i
t

=
P i
x,t

P i
t

Ait −
W ii
t

P i
t

+ (1− ρ)Et

{
Qt,t+1

κ

qiit+1

P i
H,t+1

P i
t+1

}
(24)

κ

qjit

P i
H,t

P i
t

=
P i
x,t

P i
t

Ait −
W ji
t

P i
t

+ (1− ρ)Et

{
Qt,t+1

κ

qjit+1

P i
H,t+1

P i
t+1

}
(25)

2.3. Wage determination

Successful matches of searchers to vacancies generate an economic surplus given as
the sum of the values of these matches to households and firms. For the employment
of native workers in region i, we have V ii

J,t+V ii
W,t, where V ii

J,t is given by (22), and where
the value of a native worker to household i, V ii

W,t, reads8

V ii
W,t =

W ii
t

P i
t

− bU − (1− ζ)
U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

]1/ν1

+

(1− ρ)Et

{
Qt,t+1(1− f iit+1)V ii

W,t+1

}
(26)

By this expression, a match generates a surplus for the household in period t by in-
creasing real wage income at the expense of unemployment benefits and an additional
disutility of working rather than being unemployed. In addition, with probability
(1− ρ), the match has an expected discounted continuation value increasing in the
expected difficulty of finding a job in the next period.

Wages are determined through a Nash bargaining process to distribute the aggregate
surplus between workers and firms.9 Specifically, the wage is chosen to maximize the

Nash product
(
V ii
J,t

)ηt (
V ii
W,t

)1−ηt
, where ηt denotes the stochastic bargaining power of

firms, evolving as

log(ηit) = (1− ρη) log(η) + ρη log(ηit−1) + νiη,t (27)

The real wage negotiated in this bargain, W ii
t /P

i
t , satisfies the optimality condition

ηitV
ii
W,t = (1− ηit)V ii

J,t (28)

Combining the Nash bargaining rule with the the free-entry condition (23), the
job-creation condition (25), and the definition of the marginal value of a native worker

8The value of a match to the household can be derived as the partial derivative of the household’s
value function with respect to employment. See Appendix A for details.

9Some papers incorporating unemployment into New Keynesian models make specific assumptions
that causes the wage setting process to generate inefficient fluctuations, see e.g. Thomas (2008)
or Blanchard and Gaĺı (2010). We follow the baseline model by not imposing constraints on wage
adjustments.
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from equation (26), results in a wage equation for native workers in region i

W ii
t

P i
t

= ηit

[
bU + (1− ζ)

U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

]1/ν1
]

+ (1− ηit)
[
P i
x,t

P i
t

Ait + (1− ρ)Et

(
Qt,t+1κθ

ii
t+1

P i
H,t+1

P i
t+1

)]
(29)

When firms have no bargaining power (ηit = 0 for all t), the wage is set to the upper
bound of the wage bargaining set

W ii
t

P i
t

=
P i
x,t

P i
t

Ait + (1− ρ)Et

(
Qt,t+1κθ

ii
t+1

P i
H,t+1

P i
t+1

)
(30)

and households earn their full marginal product in addition to a premium increasing in
expected future labor market tightness. When households have no bargaining power,
(ηit = 1 for all t), the wage is set at the lower bound of the bargaining set:

W ii
t

P i
t

= bU + (1− ζ)
U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

]1/ν1

(31)

In this case, workers will have to accept a wage equal to the value of their time when
participating in this particular labor market in addition to the unemployment benefit,
i.e. their reservation wage. In intermediate cases, the surplus is split between workers
and firms according to their respective bargaining power. Similarly, the wage equation
for migrant workers in i states as

W ji
t

P i
t

=

[
ηit

ηit +Qi
t(1− ηit)

]bU +Qi
t(1− ζ)

U j
l,t

U j
c,t

[
α1(1− ljt )
Eji
t + ζU ji

t

]1/ν1


+

[
Qi
t(1− ηit)

ηit +Qi
t(1− ηit)

] [
P i
x,t

P i
t

Ait

]
+

[
Qi
t(1− ηit)

ηit +Qi
t(1− ηit)

]
(1− ρ)

Et

{
Qt,t+1

κ

qjit+1

P i
H,t+1

P i
t+1

(
1−

Qi
t+1

Qi
t

(1− f jit+1)

)}
(32)

2.4. Final Goods Producers

Final goods producers are retailers combining domestically produced intermediate
goods into a final consumption good sold in region i and exported to region j. Any
firm l ∈ [0, 1] produces a differentiated good using the common technology

Y i
t (l) = (X i

t(l))
1−α (33)

in a regime of monopolistic competition. Aggregate production of final goods reads

Y i
t ≡

[∫ 1

0

(Y i
t (l))

ε−1
ε dl

] ε
ε−1

=

(
X i
t

∆i
H,t

)1−α

(34)
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where

∆i
H,t ≡

∫ 1

0

[
P i
H,t(l)

P i
H,t

] −ε
1−α

dl (35)

is a measure of price dispersion, and the price index is defined as

P i
H,t =

[∫ 1

0

P i
H,t(l)

1−εdl

] 1
1−ε

(36)

The real marginal cost of production, defined in terms of domestic prices, P i
H,t, becomes

RMCi
t(l) =

MCi
t(l)

P i
H,t

=
P i
x,t

P i
t

P i
t

P i
H,t

[Y i
t (l)]

α
1−α

1− α

=
P i
x,t

P i
t

[
(1− α2) + α2

(1− α2)(Qi
t)

1−ν2 − α2

(1− α2)− α2(Qi
t)

1−ν2

] 1
1−ν2 [Y i

t (l)]
α

1−α

1− α
(37)

Final retailers face a downward-sloping demand function, capturing consumption de-
mand from households in both regions i and j as well as demand from intermediate
producers in i, whose vacancy cost is denominated in the final consumption good

Y i
t (l) =

(
P i
H,t(l)

P i
H,t

)−ε [
Ci
H,t + Cj

F,t + κV i
t

]
(38)

=

(
P i
H,t(l)

P i
H,t

)−ε [
(1− α2)

(
P i
H,t

P i
t

)−ν2
Ci
t + α2

(
P j
F,t

P j
t

)−ν2
Cj
t + κV i

t

]

where market clearing requires that Y i
t = Ci

H,t + Cj
F,t + κV i

t .
Prices in the final sector are assumed to be sticky as in Calvo (1983). In any period,

each firm has the chance to reset its price with probability 1− δ so as to maximize the
expected discounted stream of future profits. With probability δ the firm sticks to the
price charged in the previous period. That is, selected firms set a new price P i?

H,t(l) to
maximize

Et

∞∑
s=0

(δ)sQt,t+s
[
(1− ς)P i?

H,t(l)Y
i
t+s(l)− P i

x,t+1(l)X i
t+1(l)

]
where ς > 0 is a production subsidy, subject to production (33) and demand (38).
Since all firms that can change prices set the same price so that P i

H,t(l) = P i?
H,t ∀l, the

first-order condition becomes

Et

∞∑
s=0

(δ)sQt,t+sYt+s
[
P i?
H,t −

1

1− ς
ε

ε− 1
MCi

t+s(l)

]
= 0

10



This condition reflects the forward-looking nature of price- setting; with nominal rigidi-
ties, monopolistic competitive firms set prices as a mark-up over marginal costs in ex-
pected discounted terms. Using (38), and noting that Qt,t+s = βsU i

t+sP
i
t /U

i
tP

i
t+s, the

first order condition can be rewritten in terms of aggregate variables in the recursive
form

P i?
H,t

P i
H,t

=

(
F i

1,t

F i
2,t

) 1−α
1−α+εα

(39)

where

F i
1,t ≡

1

1− ς
ε

ε− 1
U i
c,tRMCi

t

P i
H,t

P i
t

Y i
t + δβEt

{(
Πi
H,t+1

) ε
1−α F i

1,t+1

}
(40)

represents the present discounted value of cost, and

F i
2,t ≡ U i

c,t

P i
H,t

P i
t

Y i
t + δβEt

{(
Πi
H,t+1

)ε−1
F i

2,t+1

}
(41)

the present discounted value of revenues. In turn, from the definition of the price index,
the reset price is related to domestic inflation so that(

1− δ
(
Πi
H,t

)ε−1

1− δ

) 1
1−ε

=
P i?
H,t

P i
H,t

=

(
F i

1,t

F i
2,t

) 1−α
1−α+εα

(42)

Finally, with Calvo price-setting, the price index implies that the measure of price
dispersion evolves according to

∆i
t = δ

(
Πi
H,t

) ε
1−α ∆i

t−1 + (1− δ)

(
1− δ

(
Πi
H,t

)ε−1

1− δ

) ε
(1−ε)(α−1)

(43)

2.5. Market Clearing
Aggregate output in the retail sector in region i is defined as

Y i
t ≡

[∫ 1

0

Y i
t (l)

ε−1
ε dl

] ε
ε−1

(44)

such that integrating the demand for good l, given by (38), yields a conventional
aggregate resource constraint

Y i
t =

[
(1− α2) + α2

(1− α2)(Qi
t)

1−ν2 − α2

(1− α2)− α2(Qi
t)

1−ν2

] ν2
1−ν2 [

(1− α2)Ci
t + α2(Qi

t)
ν2Cj

t

]
+ κV i

t (45)

The aggregate production function results from combining the demand for final goods
(38) with the respective production function (33)

Y i
t = (X i

t)
1−α(∆i

t)
α−1 (46)

Finally, aggregate (un)employment, vacancies and matches are defined as follows

Ei
t = Eii

t + Eji
t ; U i

t = U ii
t + U ji

t ; V i
t = V ii

t + V ji
t ; M i

t = M ii
t +M ji

t

Ej
t = Ejj

t + Eij
t ; U j

t = U jj
t + U ij

t ; V j
t = V jj

t + V ij
t ; M j

t = M jj
t +M ij

t

(47)
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2.6. Monetary Policy

A specification of monetary policy is needed to close the model.10 For compari-
son with the optimal monetary policy regime described below, we sometimes let the
common monetary authority follow versions of a simple interest rate rule taking the
log-linear form

r̂t = ρrr̂t−1 + (1− ρr) (Γππ̂t + Γuût + Γyŷt) (48)

where x̂t ≡ log(Xt) − log(X) denotes log deviations of a generic variable Xt from
its steady-state value. The parameter ρr ∈ [0, 1) denotes the degree of interest rate
smoothing, and Γπ > 1, Γu and Γy represent the weights on union-wide inflation
(π̂t = π̂iH,t/2+ π̂jH,t/2), unemployment (ût = ûit/2+ ûjt/2) and output (ŷt = ŷit/2+ ŷjt/2),
respectively.

3. Efficient and natural equilibrium

The efficient and natural allocations are two important reference points in the
model. The efficient equilibrium is defined as the solution to a social planner’s problem.
The natural equilibrium is the market outcome for the special case in which prices are
fully flexible. We consider these two special cases in turn.

3.1. Efficient allocation

A cooperative planner chooses a real allocation to maximize welfare measured by
the sum of the representative utility functions in the two regions of the monetary union,

E0

∞∑
t=0

βt
(
U it + U jt

)
(49)

subject to technology, matching and resource constraints (2)-(4), (6)-(8), (15), (17),
(33), and the aggregate resource constraint Y i

t = Ci
H,t +Cj

F,t + κV i
t for region i, as well

as the corresponding relations for region j.11

As shown in Appendix C, the first-order conditions can be reduced to a set of
efficiency conditions for labor market outcomes. In particular, efficiency in the market

10For the full set of equilibrium conditions see Appendix B.
11Of course, welfare in the economy would be higher if the allocation of workers to firms were

frictionless. By including the matching technology as a constraint, the solution to the social planner’s
problem establishes the constrained efficient allocation, see e.g. Greenwald and Stiglitz (1986). Using
this allocation as a reference point for optimal monetary policy avoids introducing an additional source
of a systematic inflation bias in monetary policy.

12



for domestic employment in region i demands

(1− ζ)
U i
l,t

U i
c,t

[(1− α1)(1− lit)/(Eii
t + ζU ii

t )]
1/ν1[

(1− α2)Ci
t/C

i
H,t

]1/ν2 =
(1− α)Y i

t

Ei
t

− κ

γqiit
(50)

+ β (1− ρ) Et

{
U i
c,t+1

U i
c,t

[
(1− α2)Ci

t+1/C
i
H,t+1

]1/ν2[
(1− α2)Ci

t/C
i
H,t

]1/ν2 [
1− (1− γ)κf iit+1

] κ

γqiit+1

}

Corresponding optimality conditions hold for the markets for domestic labor in region
j, and migrant labor in i as well as j.12 As in the standard model with a Walrasian
labor market, the social planner increases employment up until the point where the
opportunity cost of consumption in terms of leisure equals the marginal rate of sub-
stitution between them. The left-hand side of (50) represents the marginal rate of
substitution. It is appropriately corrected to reflect the specific utility cost associated
with additional labor market activities in the market for native workers in region i as
well as the specific utility gain from the associated increase and composition of con-
sumption for region i households. The right-hand side represents the marginal rate
of transformation. The first term is the marginal product of labor, which fully cap-
tures the opportunity cost in standard closed-economy models with Walrasian labor
markets. Matching frictions give rise to two additional components. On the one hand,
the additional output available for consumption is reduced by the marginal cost of
matching incurred to bring the increase in employment about. This effect is captured
by the second term. On the other hand, as a fraction of matches continues into the
next period, an increase in employment in this period reduces marginal hiring costs
in the next. The third forward-looking term captures the present discounted value of
these savings, where the future marginal matching cost per unit has been corrected to
reflect the expected change in labor market conditions.

In the benchmark model without mobility, regional conditions corresponding to
(50) are sufficient to characterize the efficient allocation. In particular, since the mass
of searchers in each labor market is pre-determined, an optimal choice of employment
in each labor market uniquely pins down the required number of vacancies and so
the efficient level of labor market tightness. In the full model with a mobile labor
force, however, the social planner can simultaneously reallocate searchers across labor
markets. Labor mobility therefore gives rise to an additional efficiency condition for
region i workers given as

U il,t
U ic,t

ζ

{[
α1(1−lit)
Eijt +ζU ijt

] 1
ν1 −

[
(1−α1)(1−lit)
Eiit +ζU iit

] 1
ν1

}
= γ−1

γ
κ

{[
(1−α2)Cit
CiH,t

] 1
ν2 θiit −

[
α2Cit
CiF,t

] 1
ν2 θijt

}
(51)

A corresponding condition applies for workers from region j. According to condition
(51), the planner allocates workers across labor markets up until the point where the

12Blanchard and Gaĺı (2010) and Thomas (2008) derive similar conditions for the closed economy.
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relative marginal vacancy cost (on the right-hand side) equals the relative disutilities
of search activities in the two labor markets (on the left-hand side). In the special case
where labor market activities are costless to the unemployed so that ζ = 0, the social
planner allocates searchers so as to equalize marginal vacancy costs in regional labor
markets.

3.2. Natural allocation

We consider the natural equilibrium for the case in which the distortion from mo-
nopolistic competition in the zero-inflation steady state has been eliminated by an
appropriate production subsidy. The natural equilibrium is thus one in which both
the average mark-up in the final goods sector, µit ≡ (1 − α)(Y i

t )α/(1−α)P i
x,t/P

i
t , and

price dispersion, ∆i
t, are equal to one. Further assuming away unemployment benefits

(so that bU = 0), the job creation condition (25) and the wage equation (29) can be
combined to give the flexible-price natural equilibrium condition for the market for
domestic labor in region i

(1− ζ)
U i
l,t

U i
c,t

[(1− α1)(1− lit)/(Eii
t + ζU ii

t )]
1/ν1[

(1− α2)Ci
t/C

i
H,t

]1/ν2 =
(1− α)Y i

t

Ei
t

− κ

ηitq
ii
t

(52)

+ β (1− ρ) Et

{
U i
c,t+1

U i
c,t

[
(1− α2)Ci

t+1/C
i
H,t+1

]1/ν2[
(1− α2)Ci

t/C
i
H,t

]1/ν2 [
1− (1− ηit)κf iit+1

] κ

ηitq
ii
t+1

}

The optimal migration decision (14), can be rewritten as

U i
l,t

U i
c,t

ζ

{[
α1(1− lit)
Eij
t + ζU ij

t

] 1
ν1

−
[

(1− α1)(1− lit)
Eii
t + ζU ii

t

] 1
ν1

}

=
γ − 1

γ
κ


[

(1− α2)Ci
t

Ci
H,t

] 1
ν2

θiit −

[
α2C

i
t

Ci
F,t

] 1
ν2

θijt

 (53)

−β(1− ρ)Et

{
U i
c,t+1

U i
c,t

1− ηit
ηit

[
f iit (1− f iit+1)V ii

J,t+1 − f
ij
t (1− f ijt+1)V ij

J,t+1

]}
The natural labor market equilibrium (53) coincides with (50) in the absence of bargaining-
power shocks (i.e. ηit = η for all t) and whenever the Hosios (1990) condition η = γ
holds. This condition thus eliminates market distortions associated with the search and
matching process in the labor market. Specifically, when a firm posts a new vacancy
it has a negative ‘congestion’ externality for other firms (as competition for workers to
fill vacancies has increased), but a positive ‘thick-market’ externality for workers (as
competition for jobs has decreased). When η = γ, the private marginal value of an
additional vacancy coincides with its social value, and the two externalities perfectly
offset each other in the market equilibrium.
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When labor is mobile, however, the Hosios condition is not sufficient to render the
flexible-price equilibrium efficient out of steady state. In particular, while the Hosios
condition is sufficient to equalize the private and social marginal value of vacancies,
η = γ does not ensure that the optimal migration decision in the market equilibrium
(53) coincides with the efficiency condition (51). Effectively, unless all employment
contracts are terminated at the end of every period so that ρ = 0 (or households fully
discount the future so that β = 0), households take too strong a signal from expected
future labor market outcomes when making their migration decisions.

Throughout, we assume that the Hosios condition holds, that a production subsidy
offsets the distortion from monopolistic competition, and, unless otherwise stated, that
unemployment benefits are unavailable and shocks to bargaining power are absent. In
the full model, therefore, standard distortions from nominal price rigidities interact
only with the remaining inefficiency from individual migration decisions in the market
equilibrium.

4. Optimal monetary policy

Under optimal monetary policy, the monetary authority is assumed to maximize
welfare across the monetary union subject to the behavior of households and firms in
the economy’s market equilibrium. By contrast to the social planner, optimizing policy-
makers cannot side-step any of the frictions that are associated with the interaction of
agents in markets, in particular nominal rigidities and the inefficiency in individual mi-
gration decisions. We characterize the optimal policy plan within the linear-quadratic
framework proposed by Rotemberg and Woodford (1999). We first derive a welfare loss
function from a second-order approximation of the sum of households’ utility losses as-
sociated with deviations of consumption and leisure from the efficient allocation. We
then minimize this loss function subject to linear approximations of the economy’s
market equilibrium conditions around the efficient steady state. Throughout, we focus
on the solution under commitment from a timeless perspective, as in Woodford (1999).

4.1. Loss function

A second-order approximation of welfare (49) can be written as the expected present
value of period losses

W ' −1

2
E0

∞∑
t=0

βtLit (54)

for i ∈ [BM,LM ], where BM refers to the benchmark model with a fixed labor
force and where LM refers to the full model with labor mobility. As we show below,
the period loss functions, Lit, comprise terms of variables in log-deviation from their
respective efficient levels. That is, for a generic variable, Xt, the loss function is
expressed in terms of x̃t ≡ log(Xt) − log(X?

t ). For future reference, note that x̃t ≡
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x̂t− x̂∗t , where x̂t ≡ log(Xt)− log(X) denotes the log-deviation from the efficient steady
state. For our benchmark model without labor mobility, the period loss function states

LBMt =Γπ

[(
π̃iH,t

)2
+
(
π̃jH,t

)2
]

+ Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γe

[(
ẽit
)2

+
(
ẽjt
)2
]

+ Γθ

[(
θ̃it

)2

+
(
θ̃jt

)2
]

+ t.i.p.

(55)

with an appropriately defined set of composite parameters, Γ, and terms independent
of policy that may be safely ignored for monetary policy purposes collected in t.i.p. (see
Appendix E for details). Like a conventional loss function derived from the canonical
New Keynesian model, (55) contains quadratic terms in inflation and measures of real
activity in deviation from efficient levels. Because inflation causes price dispersion
and an inefficient distribution of demand across firms, price stability is a key goal for
monetary policy. As in Benigno (2004), the union’s common monetary policy authority
seeks to stabilize an average of regional producer price inflation rates. Contrary to
Benigno (2004), who assumes unitary trade elasticity, the terms of trade gap is not
a sufficient statistic for the efficiency gaps in the interregional allocation of aggregate
demand across firms. With our more general consumption aggregator, these gaps
are expressed directly in terms of efficiency gaps in the consumption of home and
foreign goods. Similarly, with search and matching frictions in labor markets, the
welfare-relevant deviations of aggregate consumption and leisure do not reduce to a
simple summary measure of real activity such as the output gaps appearing in the
loss functions of simpler models with competitive labor market (see e.g. Thomas,
2008). Instead, labor market frictions give rise to additional terms in employment and
labor market tightness (similar to Ravenna and Walsh, 2011). In the monetary union,
moreover, the common policymaker responds to averages of regional labor market
variables.

16



The period loss function for our full model with labor mobility is given as

LLMt =Γπ

[(
π̃iH,t

)2
+
(
π̃jH,t

)2
]

+ Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γiie

[(
ẽiit
)2

+
(
ẽjjt
)2
]

+ Γije

[(
ẽijt
)2

+
(
ẽjit
)2
]

+

Γθii

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γθij

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γθe

{
(1− α1)

(
θ̃iit ẽ

ii
t + θ̃jjt ẽ

jj
t

)
+ α1

(
θ̃ijt ẽ

ij
t + θ̃jit ẽ
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again for an appropriately defined set of composite parameters, Γ, and with terms
independent of policy collected in t.i.p. (see Appendix F for details). As in the bench-
mark model, the loss function contains quadratic terms in regional inflation, leisure,
and consumption (aggregate as well as its composition of home and foreign goods).
With labor mobility, however, losses no longer depend simply on fluctuations in aggre-
gate region-specific levels of employment and labor market tightness. Instead, the loss
function for the full model contains separate quadratic terms for these labor market
variables for native and migrant workers in each region. The disaggregated terms stem
from the assumption that the household utility function is characterized by a positive
and non-decreasing marginal disutility of labor market activities for native and mi-
grant workers, respectively. Finally, labor mobility gives rise to a set of unconventional
cross-product terms penalizing inefficient co-variation in labor market tightness and
search activity across labor markets as well as home and migrant employment.

4.2. Constraints and optimality conditions

A key constraints for monetary policy is the New Keynesian Phillips curve for
producer price inflation resulting from a log-linearization of the price-setting conditions
in (39)-(43). As we show in Appendix F, the Phillips curve can be written as

π̃iH,t = βEtπ̃
i
H,t+1 + λr̃mcit (57)

Since the Hosios condition ensures that the labor market equilibrium is efficient, the
monetary authority does not face any conventional tradeoff-inducing cost-push distur-
bances in the sense that any policy that stabilizes real marginal cost in region i delivers
regional price stability.
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Subject to region-specific disturbances, however, the common monetary policy au-
thority cannot achieve price stability in both regions simultaneously with its single
union-wide instrument. And even if it could, as in Benigno (2004), policymakers face
a trade-off between price stability in individual regions and the appropriate allocation
of demand across the monetary union. Specifically, relative price inflation must satisfy

π̃iH,t − π̃
j
H,t =

q̃t − q̃t−1 + q̂∗t − q̂∗t−1

1− 2α2

(58)

where q̂∗t is the real exchange rate that can support the efficient equilibrium. Whenever
a region-specific shock calls for an adjustment in relative prices, as reflected in move-
ments in q̂∗t , monetary policy must balance the expenditure switching which follows
from its policy stance through actual movements in the real exchange rate against the
relative cost of inflation across regions.

Moreover, with individual migration decisions, region-specific disturbances are in-
troducing trade-off inducing movements in employment and labor market tightness
across the union. To see this, note that the policymaker optimizes subject also to the
migration behavior, which for households in region i can be expressed as

Λ1

(
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for an appropriately defined set of composite parameters, Λ. Through this relation,
movements in the efficient degrees of labor market tightness, in efficient levels of con-
sumption, and in the efficient real exchange rate, force the policymaker to trade off
efficiency gaps beyond what is called for by balancing inflation differences and the al-
location of aggregate demand across the union. In this way, labor mobility complicates
the setting of optimal monetary policy.

In total, the policymakers optimizes monetary policy by choosing 22 efficiency gaps
to minimize (54) subject to 21 constraints. The full set of constraints as well as the
first-order conditions are given in Appendix G.

5. Calibration

We calibrate the model in a three step procedure. First, we set basic parameters
to conventional values from the literature. Second, we choose a number of parameters
affecting labor market outcomes to match a set of empirical targets for steady-state
relations in the model, focusing on a zero-inflation non-stochastic steady state. And
third, we find standard deviations to shocks in the model by matching a set of mo-
ments in the data. Parameter values are summarized in Table 1, while the standard

18



deviations of all shocks to productivity, matching-efficiency and the marginal utility of
consumption are reported in Table 2. We consider four deviations from optimal policy,
assuming the monetary authority to follow the simple rule (48) with the specifications
described in Table 3.

Following the business-cycle literature, we set the preference discount factor to
β = 0.99; the elasticity of substitution between consumption goods to ε = 11; price
stickiness to δ = 2/3; and marginal returns to labor in production to α = 1/3. In
our benchmark calibration, we set ν2 = 1.5, within the empirically relevant range of
[1.5, 3.5] for interregional trade elasticities reported by Bilgic et al. (2002). The job-
separation rate ρ = 0.1 is chosen so that jobs last on average for about 10 quarters (see
e.g. Shimer, 2005). The bargaining power of firms is set to the conventional value of
η = 0.4 in line with estimates in Flinn (2006). Hence, from the Hosios (1990) condition,
the elasticity of matches to vacancies is γ = η = 0.4. This value for γ corresponds to the
midpoint of values typically used in the literature (see e.g. Gertler and Trigari, 2009).
Parameter ζ ∈ (0, 1) captures the fraction of leisure time foregone by the unemployed
relative to the employed, as the unemployed search for jobs, develop skills or collect
unemployment benefits. We assume that this cost is the same for native and migrant
searchers, as the extra cost of searching in the foreign labor market is captured by
parameters α1 and ν1. Similar to Campolmi and Gnocchi (2016) ζ is calibrated to data
from the American Time Use Survey (ATUS) for the period 2003–2006 as reported by
Krueger and Mueller (2012). Table 4 shows time devoted to leisure, depending on the
employment status, and the implied value for ζ.

In the symmetric steady state, α1 defines the shares of migrant employment to total
employment, migrant unemployment to total unemployment, and migrant searchers to
total searchers, i.e. α1 = Eij/E = U ij/U = Sij/S. We therefore calibrate α1 to match
the average share of gross migration flows to total employment over all U.S. states, as
observed in the IRS data over the 1976–2016 period. Firms’ search cost, κ, the utility
parameter b, and the matching efficiency, τ , are set simultaneously to target (i) an
employment rate of E = 0.94, computed using quarterly U.S. data from FRED II over
the period 1976:Q1–2016:Q4, (ii) a job-filling rate of q = 2/3, and (iii) a vacancy cost
per filled job as a fraction of the real wage (κ/q)/(W/P ) = 0.045 (see Gaĺı, 2010). For
cases where unemployment benefits, bU , are non-zero, we calibrate them to match a
replacement rate of bU/(W/P ) = 0.4.

Finally, the standard deviations of regional technology, matching-efficiency and
preference shocks, as well as the elasticity of labor substitution (ν1) are calibrated to
minimize the average distance of simulated unconditional moments from their empir-
ical counterparts with the serial correlation of all shocks fixed at 0.88. The targeted
data moments are the standard deviation of output, the relative standard deviation of
employment, the correlation between output and employment, and (for the model with
mobility) the relative volatility of gross migration flows. Under the model assumption
that regions are symmetric, we match regional moments in the model to aggregate
moments in quarterly U.S. data from the FRED II database for the period 1976:Q1 –
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2016:Q4. Moments are calculated after applying a standard HP filter. Output volatil-
ity is expressed in terms of percentage standard deviations. The relative volatility of
gross migration flows corresponds to the median over relative standard deviations of
state-to-state labor flows as measured in IRS data.

Table 2 reports empirical and simulated moments for the models, both with and
without labor mobility, assuming monetary policy following a simple instrument rule
(R2, as defined in Table 3). In both cases, the model matches the targeted moments
quite closely. Output volatility in the model and the data are near-identical, whilst
the model somewhat overstates the relative volatility of employment, a common fea-
ture of many business cycle models. The correlation between output and employment
is positive in the model as in the data, even if it is somewhat smaller in the model
with mobility than in the model without it. Consequently, the model does well in cap-
turing the negative correlations between output and unemployment, and employment
and unemployment, a key feature of labor market dynamics. The reduced correlation
between output and employment allows the model with mobility to better match the
relative unemployment volatility. Finally, the model with mobility closely tracks rela-
tive gross migration volatility in the data as well as the correlations of migration flows
with key aggregate variables. Overall, we consider the empirical fit of the model to be
satisfactory for our welfare analysis.

6. Macroeconomic dynamics with a mobile labor force

This section studies macroeconomic dynamics following a set of economic distur-
bances. The objective is to shed light on how labor mobility affects macroeconomic
adjustments in the monetary union. Specifically, we consider dynamics caused by
shocks to region-specific productivity, matching efficiency, and household preferences,
both in the full model with labor mobility and in the benchmark model with a geo-
graphically immobile labor force. Throughout, the model is calibrated according to
Table 1. We draw two main conclusions. First, when monetary policy is conducted
optimally, a mobile labor force clearly facilitates adjustments to all the region-specific
shocks under consideration by closing welfare-relevant efficiency gaps. Second, the ex-
tent to which labor mobility helps absorb region-specific shocks when monetary policy
is suboptimal depends on the type of shock and structural characteristics of regional
economies such as nominal rigidities and openness to trade.

6.1. Technology shocks

Figure 1 shows responses to an innovation to total factor productivity in region
i. In the efficient allocation (shown in black lines with diamonds in both the left and
the right panel), the social planner moves workers towards the more productive re-
gion i to support an expansion of output. Responses in the market equilibrium are
shaped by the monetary policy reaction function. If monetary policy follows a simple
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inflation-targeting rule (R2 as defined in Table 3), monetary policy is insufficiently ac-
commodating to prevent a sharp deterioration in region i’s labor market performance.13

When labor is mobile, households optimally allocate unmatched workers towards the
relatively better performing labor market in region j in this case, as shown in the left
panel Figure 1 (red lines with circles).14 Compared to the benchmark model with-
out mobility (blue lines with stars), these ‘mis-directed’ migration flows amplify both
the inefficient contraction in employment in region i and the inefficient expansions of
employment and output in region j. In this sense, labor mobility becomes an addi-
tional source of cross-regional spillovers when prices are sticky. From a traditional
stabilization perspective, focused on closing gaps in output and inflation, it may seem
that labor mobility worsens a dilemma for monetary policy between accommodating
region-specific changes in productivity and stabilizing activity in the rest of the union.
But from a welfare perspective, mobility facilitates the adjustment process by allowing
region i to effectively ‘export’ unemployment to region j, limiting an inefficient drop in
labor market tightness and dampening disinflationary pressures. In region j, in turn,
new job seekers help prevent overheating in the labor market and so reduce upward
pressures on wages and ultimately prices. Despite the seemingly inefficient direction
of labor flows, a mobile labor force helps absorb region-specific productivity shocks
through this channel when monetary policy is suboptimal.

Optimal monetary policy is more aggressive in accommodating a region-specific
productivity shock, as illustrated in the right panel of Figure 1, for both the benchmark
and the full model. The optimizing policymaker therefore sustains employment in
region i at a level that allows wage prospects to increase with productivity. When
labor is mobile, workers are therefore induced to migrate from region j towards the more
productive region i as in the efficient allocation. These flows further increase monetary
policy’s scope for accommodating the productivity shock in region i by limiting the
expansionary spillovers on region j. In this case, monetary policy and labor mobility
pull together to improve macroeconomic outcomes.

6.2. Matching efficiency shock

Figure 2 illustrates how labor mobility and optimal monetary policy also work
together in response to an innovation to matching efficiency in labor market i (for both
native and migrant workers). When matching technology improves temporarily, the
desired number of workers can be hired with fewer vacancies. Without mobility (blue
lines with stars), a fall in vacancy postings translates directly into looser labor-market
conditions in region i. As real wages fall, firms reduce prices. Monetary policy responds
by reducing interest rates, stimulating activity across the union. As a result, the labor

13For a discussion of this effect in New Keynesian models, see e.g. Gaĺı and Rabanal (2004), Balleer
(2012) and Mandelman and Zanetti (2014).

14Such migration flows are consistent with the empirical evidence e.g. in Saks and Wozniak (2011)
and Hauser (2014).
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market tightens and the real wage increases in region j. When labor is mobile (red
lines with circles), however, households respond to divergent labor market prospects
by allocating more workers towards region j until expected labor market conditions
equalize across the two regions. Thus, net migration flows in the same direction as
in the efficient allocation (black lines with diamonds), alleviating the monetary policy
trade-offs between efficiency gaps in regional labor market.

6.3. Preference shock

The potential role of a mobile labor force in absorbing asymmetric effects of a region-
specific preference shock crucially depends on the degree of trade openness of regional
economies.15 Figure 3 shows responses under optimal monetary policy to a temporary
increase in the marginal utility of consumption in region i, driving up consumption
in the region through intertemporal substitution. In our baseline calibration with
α2 = 0.5, consumption bundles consist of domestically produced goods and imports
in equal measure. The regional preference shock therefore causes aggregate demand,
output and employment to increase equally for all firms across the union, leaving no
role for labor mobility to absorb the shock. Net migration is zero and impulse responses
in the full model (shown in black lines with diamonds) coincide with dynamics in the
benchmark model. In addition, with a uniform increase in demand, the shock does not
call for an adjustment of relative prices. By a divine coincidence, the shock does not
lead to a trade-off for monetary policy, neither through (58) nor (59). Consequently,
monetary policy is able to perfectly replicate the efficient allocation.

If demand is biased toward domestically produced goods (α2 < 0.5), by contrast,
a regional preference shock reallocates aggregate demand towards goods produced in
the region hit by the shock. As in the example emphasized by Mundell (1961), the
shift in relative demand works to make the region’s labor market tighter than in the
rest of the monetary union. In this case, labor mobility may help to stabilize labor
market conditions across the union and ease trade-offs for monetary policy in respond-
ing to both divergent labor market conditions and relative price adjustments. Figure 3
illustrates how responses in the full model (red circles) now differ from those in the
benchmark model (blue stars) following a regions-specific preference shock in region i.
When labor is free to move across regional borders, households respond to divergent
labor market conditions and re-allocate unmatched workers towards the relatively tight
labor market in region i. The optimizing policymaker can now provide further support
to an expansion in i without causing overheating in region j’s labor market.

15Farhi and Werning (2014) make a similar point, showing that labor mobility helps the macroe-
conomic adjustment after region-specific demand shortfalls in a currency union if demand is external
(i.e. regional production is specialized in tradable goods), but not when it is internal (i.e. regional
production relies on non-tradable goods).
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7. Evaluation of simple monetary policy rules

In this section, we consider the welfare consequences of deviating from optimal pol-
icy by letting the monetary authority follow each of the versions of the simple rule
(48) described in Table 3. The first simple rule (R1) is a strict inflation targeting rule
which requires monetary policy to fully stabilize union-wide producer price inflation
at all times. The second rule (R2) is a simple version of inflation targeting. Monetary
policy only leans against union-wide inflation when following this rule without stabi-
lizing inflation fully. The third rule (R3) lets the policymaker lean against union-wide
unemployment as well as inflation. Finally, the fourth rule (R4) is a representation of
the kind of flexible inflation-targeting rules with interest rate smoothing that is often
taken to represent actual monetary policy (e.g. Smets and Wouters, 2007). Welfare
losses are measured by the unconditional expectation of period losses in (56) relative
to optimal monetary policy and expressed in percent of steady-state consumption. To
build intuition, we begin by considering the benchmark model without mobility, before
turning to the full model with mobility.

7.1. Monetary union without mobility

Table 5 compares welfare losses along with standard deviations of selected regional
macroeconomic variables for the different monetary policy rules in the benchmark econ-
omy with a fixed labor force. Optimal monetary policy, for which relative losses are
zero by construction, is very successful in stabilizing both inflation and labor market
variables. An ‘inflation nutter’ somewhat overstabilizes inflation rates at the expense
of higher volatility of welfare-relevant labor market variables. But the welfare costs are
small and the strict inflation targeting rule (R1) is close to optimal.16 The simple infla-
tion targeting rule (R2), by contrast, generates sizable welfare losses. Monetary policy
does not respond sufficiently forcefully to economic disturbances in this case, allowing
both inflation and real variables to be quite volatile. Adding a moderate weight on un-
employment (R3) significantly improves welfare by stabilizing efficiency gaps in labor
market variables. Leaning against output fluctuation instead, as in the conventional
instrument rule (R4), also improves welfare but by much less than leaning against labor
market conditions directly. As in the closed economy analyzed by Ravenna and Walsh
(2011), ignoring labor market frictions can lead to large welfare losses in the mone-
tary union. Labor-market fluctuations add to the volatility of inflation through firms
marginal costs in the Phillips curve. While marginal costs in models with a competitive
labor market depend on the output gap alone, search frictions render marginal costs
additionally dependent on labor-market gaps. Stabilizing inflation in the presence of
labor-market frictions therefore requires closing both the output gap and gaps in the
regional labor markets.

16A unitary trade elasticity (ν2 = 1) would make strict inflation stabilization (R2) optimal, see e.g.
Pappa (2004). Notice also that full stabilization of the measure of union-wide inflation requires some
variation in regional inflation rates.
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Overall, the near-optimality of R1 suggests that the optimal degree of flexibility in
inflation targeting is fairly modest despite the search and matching framework in the
monetary union. At the same time, the good performance of R3 suggests that there
are significant welfare gains from adding a weight on labor market developments when
setting monetary policy in the absence of an ability to stabilize inflation fully.

7.2. Monetary union with a mobile labor force

Table 6 shows welfare losses and standard deviations for the full model with la-
bor mobility. Strict inflation targeting (R1) is slightly more costly relative to optimal
policy than in the benchmark model. As we have discussed above, free movement of
workers introduces additional trade-offs for the common monetary authority as house-
holds do not fully internalize the effects of their migration decisions on aggregate labor
market outcomes. Ignoring these trade-offs by targeting inflation strictly incurs extra
welfare costs. As the table shows, however, these additional costs are small. For the
three other suboptimal rules, labor mobility is seen to reduce welfare losses relative
to optimal policy significantly compared to the benchmark model. In a nutshell, a
mobile labor force alleviates some of the side-effects of suboptimal monetary policy by
closing inefficient gaps in regional labor markets through migration. But the case for
leaning against labor market imbalances is stronger. When labor is mobile, a flexible
inflation targeting rule with some weight on unemployment (R3) is close to optimal
and outperforms strict inflation targeting.

Figure 4 further illustrates how a weight on unemployment may reduce welfare losses
under a simple inflation targeting rule. The figure shows the sensitivity of relative wel-
fare losses under R3 to the weight on inflation, Γπ, and the weight on unemployment,
Γu. Both in the benchmark model (left panel) and in the full model (right panel),
increasing Γπ reduces welfare losses for any given Γu, and relative welfare losses be-
come increasingly insensitive to small changes in the weight on unemployment. By
contrast, for relatively low weights on inflation, leaning slightly against unemployment
significantly reduces welfare losses in both models. As inflation is very costly, however,
increasing the weight on unemployment beyond moderate levels can quickly drive wel-
fare losses back up. For Γπ = 1.5, for example, the optimal weight on unemployment
is roughly Γu = −0.1 in both models.

In sum, the optimal degree of flexibility in inflation targeting remains modest de-
spite inefficiencies in households’ migration behaviors. But migration flows strengthen
the case for leaning against labor market imbalances in the monetary union. A sim-
ple inflation-targeting rule with a moderate weight on unemployment comes close to
minimizing welfare losses in the monetary union.

8. Conclusion

Labor mobility complicates the setting of monetary policy in a monetary union.
An optimizing policymaker shows somewhat greater flexibility in inflation targeting
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by putting weight on ‘migration gaps’ in addition to regional labor market condi-
tions. Nevertheless, labor mobility facilitates macroeconomic adjustments in a mone-
tary union by closing inefficiency gaps in regional labor markets. The exact role played
by labor mobility in macroeconomic adjustments depends crucially on the underlying
macroeconomic disturbances, the structure of regional economies, and the monetary
policy regime. But overall, the welfare costs of pursuing suboptimal monetary policy
strategies are smaller when labor is free to cross regional borders. A simple instrument
rule with a moderate weight on unemployment stabilization is close to optimal.

While labor mobility reduces welfare losses under the monetary policy regimes we
consider, we leave a thorough assessment of the effects free movement on the case for
joining a monetary union and thus giving up an independent monetary policy for future
research. Another natural extension of this paper would be to relax the assumption
that the currency union consists of two symmetric regions. We consider assessing
the role of a mobile labor force across regions differing in terms of their exposure to
shocks—e.g. due to an unequal industry composition—or differing in terms of their
labor market structures as important avenues for future research.
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Tables and Figures

Parameter Mnemonic Value Target/Source

Discount Factor β 0.99 4% avg. real return
Elasticity of substitution ε 11 10% price markup
Calvo price stickiness δ 2/3 8 months exp. duration
Returns to scale in production α 1/3 Gaĺı (2015)
Trade Elasticity ν2 1.50 Bilgic et al. (2002)
Job-separation Rate ρ 0.10 Shimer (2005)
Firms’ bargaining power η 0.40 Flinn (2006)
Elasticity of matches to vacancies γ 0.40 Hosios condition
Unemployment disutility ζ 0.735 ATUS data

Home bias in labor α1 0.0779 IRS data
Elasticity of labor substitution ν1 -9.5 IRS data
Vacancy cost κ 0.03 0.94 employment rate

Unemployment benefit bU 0.27 bU

W/P
= 0.4

Matching efficiency τ 0.64 2/3 job-filling rate

Utility parameter b 0.97 κ/q
W/P

= 0.045

Table 1: Benchmark calibration

29



Unconditional Moments Data Mobility No Mobility

Output volatility 1.37 1.36 1.37
Relative employment volatility 0.75 0.95 0.97
Correlation output and employment 0.84 0.23 0.59
Relative volatility gross migration 4.23 4.48 n.a.
Correlation output and unemployment -0.87 -0.37 -0.59
Correlation employment and unemployment -0.94 -0.74 -1.00
Correlation output and wages 0.91 0.43 0.55
Relative unemployment rate volatility 7.94 14.00 17.10
Correlation gross migration and output 0.22 0.18 n.a.
Correlation gross migration and wages 0.14 0.09 n.a.

Calibrated Parameters

σa 0.0105 0.0080
σme 0.0996 0.0998
σz 0.0432 0.0600
ν1 -9.5 n.a.

Table 2: Selected unconditional moments and calibrated parameters in the benchmark model without
mobility and in the full model with a geographically mobile labor force.
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Rule Description ρr Γπ Γu Γy

R1 Strict inflation targeting 0 ∞ 0 0
R2 Simple inflation targeting 0 1.5 0 0
R3 Weight on unemployment 0 1.5 -0.125 0
R4 Flexible inflation targeting 0.8 2 0 0.125

Table 3: Different monetary-policy regimes under consideration, given the generic rule
r̂t = ρr r̂t−1 + (1− ρr) (Γππ̂t + Γuût + Γy ŷt)
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2003–2006 2003–2006
Leisure Time Definition 1 Definition 2
Maximum 827.5 827.5
Unemployed 450 344
Employed 293 186

Search cost ζ 0.71 0.76

Table 4: Calibration of search cost: Data on time allocated to leisure time (in minutes per average
weekday) are from the ATUS and were collected over the period 2003–2006. The maximum leisure
time is computed as total available time minus average time spent on sleeping, personal care and
eating, averaged over employed and unemployed persons. Definition 1 for leisure time accounts for
the following activities: Leisure and socializing; voluntary, religious and civic activities; sport; travel.
Definition 2 is more restrictive and encompasses time spent on leisure and socializing only. ζ is defined
as the difference between the maximum leisure time and the leisure time of unemployed relative to
the difference between the maximum leisure time and the leisure time of employed, e.g. for definition
1 ζ = (827.5−450)/(827.5−293) = 0.71. For our benchmark calibration we set ζ to the average value
over the two definitions of maximum leisure time, i.e. ζ = 0.735.
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Optimal R1 R2 R3 R4
Losses 0 0.04 1.91 0.08 1.04
σπH 0.003 0.002 0.016 0.003 0.010
σe 0.001 0.008 0.011 0.008 0.018
σθ 0.021 0.143 0.208 0.146 0.389
σc 0.000 0.003 0.006 0.003 0.010
σcH 0.000 0.005 0.007 0.005 0.011
σcF 0.000 0.005 0.007 0.005 0.011
σl 0.013 0.122 0.182 0.125 0.282

Table 5: Benchmark No Mobility Model: Union-wide welfare losses and unconditional moments
for different policy rules (see Table 3). Welfare losses are expressed relative to the optimal policy, in
percent of steady-state consumption.

Optimal R1 R2 R3 R4
Losses 0 0.05 0.91 0.01 0.45
σπH 0.001 0.001 0.012 0.003 0.008
σe 0.001 0.009 0.010 0.009 0.013
σθ 0.027 0.075 0.098 0.076 0.240
σc 0.000 0.000 0.002 0.000 0.006
σcH 0.008 0.006 0.006 0.006 0.008
σcF 0.008 0.006 0.006 0.006 0.008
σl 0.015 0.012 0.057 0.016 0.154

Table 6: Full Model With Mobility: Union-wide welfare losses and unconditional moments for
different policy rules (see Table 3). Welfare losses are expressed relative to the optimal policy, in
percent of steady-state consumption.
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Figure 2: Impulse responses of selected variables to a one-percent positive matching-efficiency shock
in region i when monetary policy is conducted optimally.
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Figure 3: Impulse responses of selected variables to a one-percent positive preference shock in region
i when monetary policy is conducted optimally.
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Appendix A. Households’ value function

The Bellman equation associated to the optimization problem of the representative
household in region i states as follows

V it(Eii
t−1, E

ij
t−1) = max

Ωit,E
ii
t ,E

ij
t

{
U it
[
Ci
t(.), l

i
t(.)
]

+ βEt{V it+1}
}

(A.1)

The constraints the household takes into account are

lit = 1−
[
(1− α1)1/ν1(Eii

t + ζU ii
t )

ν1−1
ν1 + (α1)1/ν1(Eij

t + ζU ij
t )

ν1−1
ν1

] ν1
ν1−1

(A.2)

Eii
t = (1− ρ)(1− f iit Ωi

t)E
ii
t−1 + f iit Ωi

t

(
1− (1− ρ)Eij

t−1

)
(A.3)

Eij
t = (1− ρ)

(
1− f ijt (1− Ωi

t)
)
Eij
t−1 + f ijt (1− Ωi

t)
(
1− (1− ρ)Eii

t−1

)
(A.4)

U ii
t = (1− f iit )Ωi

t

[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(A.5)

U ij
t = (1− f ijt )(1− Ωi

t)
[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(A.6)

Ci
t =

Di
t−1

P i
t−1

P i
t−1

P i
t

−R−1
t

Di
t

P i
t

+
W ii
t

P i
t

Eii
t + bUU ii

t +
W ij
t

P i
t

Eij
t +

P j
t

P i
t

bUU ij
t +

T it
P i
t

(A.7)

1 = Eii
t + U ii

t + Eij
t + U ij

t (A.8)

Notice, that equations (A.3), (A.4), (A.5), (A.6), and (A.8) make a system of 5 equa-
tions and 5 variables (Eii

t , E
ij
t , U

ii
t , U

ij
t and Ωi

t), where the fifth equation is implied by
the first four. For example, summing up (A.3), (A.4), (A.5), and (A.6) is equal to 1
and thus yields (A.8). In what follows, equation (A.8) is thus not explicitly taken into
account in households’ maximization problem.

Appendix A.1. Optimal Migration Decision

Households’ first-order condition with respect to Ωi
t, i.e., the optimal migration

decision implies

∂V it
∂Eii

t

SiH,tf
ii
t +

∂V it
∂U ii

t

SiH,t(1− f iit ) =
∂V it
∂Eij

t

SiH,tf
ij
t +

∂V it
∂U ij

t

SiH,t(1− f
ij
t )

∂V it
∂Eii

t

f iit +
∂V it
∂U ii

t

(1− f iit ) =
∂V it
∂Eij

t

f ijt +
∂V it
∂U ij

t

(1− f ijt )

∂U it
∂Eii

t

f iit +
∂U it
∂U ii

t

(1− f iit ) =
∂U it
∂Eij

t

f ijt +
∂U it
∂U ij

t

(1− f ijt )

which can be rewritten as

U i
c,t

{[
∂Ci

t

∂Eii
t

+
U i
l,t

U i
c,t

∂lit
∂Eii

t

]
f iit +

[
∂Ci

t

∂U ii
t

+
U i
l,t

U i
c,t

∂lit
∂U ii

t

]
(1− f iit )

}
=

U i
c,t

{[
∂Ci

t

∂Eij
t

+
U i
l,t

U i
c,t

∂lit
∂Eij

t

]
f ijt +

[
∂Ci

t

∂U ij
t

+
U i
l,t

U i
c,t

∂lit
∂U ij

t

]
(1− f ijt )

}
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and further states as follows

f iit

[
W ii
t

P i
t

−
U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1
]

+

(1− f iit )

[
bU − ζ

U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1
]

=

f ijt

W ij
t

P j
t

Qi
t −

U i
l,t

U i
c,t

(α1)1/ν1

(
Eij
t + ζU ij

t

1− lit

)−1/ν1
+

(1− f ijt )

Qi
tb
U − ζ

U i
l,t

U i
c,t

(α1)1/ν1

(
Eij
t + ζU ij

t

1− lit

)−1/ν1


(A.9)

The same optimality condition results from a setup where households are choosing the
searchers to be sent to either of the two labor markets (Siit and Sijt ) directly. Specifically,
given the pool of searching members, SiH,t, instead of choosing Ωi

t, households would

optimally decide on Siit , which in turn pins down Sijt .

Appendix A.2. Value of native workers

The first-order condition with respect to Eii
t states

∂U it
∂Eii

t

= U i
c,t

∂Ci
t

∂Eii
t

+ U i
l,t

∂lit
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= U i
c,t
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P i
t

−
U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1

︸ ︷︷ ︸
disutility of working as Eiit

(A.10)

The current-period value of being native employed (in terms of consumption) is defined
as the difference between the value of being matched to a firm and gaining wage W ii

t /P
i
t

and the disutility attached to working as a native in labor market i. The first-order
condition with respect to Eii

t−1

∂V it
∂Eii
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U i
c,t(1− ρ)
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W ii
t

P i
t

−
U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1
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(1− f iit Ωi
t)−W ij
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Qi
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U i
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U i
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Eij
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U i
l,t

U i
c,t

(1− α1)1/ν1
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Eii
t + ζU ii
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1− lit
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U i
l,t

U i
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(
Eij
t + ζU ij

t
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)−1/ν1
 (1− f iit )(1− Ωi

t)



(A.11)

The continuation value of being a native worker is the sum of the respective values for
each of the five possible states a native worker in t might end up in period t+ 1:

1. employed as native worker, gaining wage W ii
t+1/P

i
t+1 and suffering disutility from

working

2. unemployed searcher in labor market i, finding a new job in period t (f iit+1Ωi
t+1)

3. unemployed searcher in labor market i, remaining unmatched at the end of t
((1− f iit+1)Ωi

t+1)

4. unemployed searcher in labor market j, finding a new job in period t (f ijt+1(1 −
Ωi
t+1))

5. unemployed searcher in labor market j, remaining unmatched at the end of t
((1− f ijt+1)(1− Ωi

t+1))

The effect of an additional native worker on households’ value function is given by17

∂V it
∂Eii

t

=
∂U it
∂Eii

t

+ β
∂V it+1

∂Eii
t

= 0

17Notice, that the second equality in (A.11) follows from the fact

∂Vit
∂Eiit−1

=
∂U it
∂Eiit−1

+ β
∂Vit+1

∂Eiit−1︸ ︷︷ ︸
= 0

=
∂U it
∂Eiit−1

(A.12)
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t + ζU ii

t

1− lit

)−1/ν1
]

+ β(1− ρ)U i
c,t+1{

(1− f iit+1Ωi
t+1)

[
W ii
t+1

P i
t+1

−
U i
l,t+1

U i
c,t+1

(1− α1)1/ν1

(
Eii
t+1 + ζU ii

t+1

1− lit+1

)−1/ν1
]
−

(1− Ωi
t+1)f ijt+1

W ij
t+1

P j
t+1

Qi
t+1 −

U i
l,t+1

U i
c,t+1

(α1)1/ν1

(
Eij
t+1 + ζU ij

t+1

1− lit+1

)−1/ν1
−

Ωi
t+1(1− f iit+1)

[
bU − ζ

U i
l,t+1

U i
c,t+1

(1− α1)1/ν1

(
Eii
t+1 + ζU ii

t+1

1− lit+1

)−1/ν1
]
−

(1− Ωi
t+1)(1− f ijt+1)

bUQi
t+1 − ζ

U i
l,t+1

U i
c,t+1

(α1)1/ν1

(
Eij
t+1 + ζU ij

t+1

1− lit+1

)−1/ν1


(A.13)

The effect of one additional native unemployed on households’ value function is

∂V it
∂U ii

t

=
∂U it
∂U ii

t

+ β
∂V it+1

∂U ii
t︸ ︷︷ ︸

= 0

=
∂U it
∂U ii

t

= 0

= U i
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U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1
}

(A.14)

A native worker’s surplus is then defined as the difference between the value of native
employment and the value of native unemployment.18

V̄ ii
W,t ≡

∂V it
∂Eii

t

− ∂V it
∂U ii

t

=
∂U it
∂Eii

t

− ∂U it
∂U ii

t

+ β
∂V it+1

∂Eii
t

= 0

18To be precise, the surplus of employing one additional native worker is computed as the difference
between the value of native employment and the value of native unemployment, by keeping constant
the fraction of searching members that are sent to labor markets i and j, i.e for Ωit = Ωi. As one
can show the first-order conditions with respect to native and migrant (un)employment are however

unaffected by fixing Ωit = Ωi.
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(A.15)

In order to find a recursive expression of native workers’ surplus, consider again the
envelope condition for Eii

t , equation (A.11)
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=
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−
∂V it+1

∂Eij
t+1

(1− ρ)f ijt+1(1− Ωi
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where the last line follows from the first-order condition with respect to Ωi
t, equation

(A.9). More precisely,

∂V it+1

∂Eii
t

= (1− ρ)(1− f iit+1)V̄ ii
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t = Ωi∗

t (A.17)
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Therefore, in order to define the surplus of native employment recursively, we need to
condition on households’ optimal migration decision, such that

V̄ ii
W,t ≡

∂U it
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− ∂U it
∂U ii

t
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(A.18)
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(A.19)
Finally, define the surplus from native employment to household i in terms of current
consumption of final goods, V ii

W,t = V̄ ii
W,t/U

i
c,t, such that
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}
(A.20)

Equation (A.20) is a recursive expression of native workers’ surplus, expressed in terms
of the final consumption basket of household i and conditional on household i’s optimal
migration decision.19

Appendix A.3. Value of migrant workers

Households’ first-order condition with respect to Eij
t states
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disutility of working as Eijt

(A.21)

19The very same solution results from the problem where household i takes the participation of
its members in the foreign labor market, Lijt , as given. By choosing Ωit the household decides upon
the pool of searchers in both labor markets, Siit and Sijt , which directly defines Liit and Lijt . The
search and matching process taking place in both labor markets then defines the composition of both
Liit = Eiit + U iit and Lijt = Eijt + U ijt .
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and the first-order condition with respect to Eij
t−1
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(A.22)

The effect of one additional migrant worker on households’ value function is given by
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=
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(A.23)

The effect of one additional migrant unemployed on households’ value function is
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As for native workers the surplus of migrant workers is computed as the difference
between the value of migrant employment and migrant unemployment.
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(A.25)

As for native workers, conditional on the migration decision being optimal, the envelope
condition for Eij

t , equation (A.22), can be expressed in terms of the future surplus of
migrant workers
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Therefore, in order to define the surplus of migrant employment recursively, we need
to condition on households’ optimal migration decision

V̄ ij
W,t ≡

∂U it
∂Eij

t

− ∂U it
∂U ij

t

+ β
∂V it+1

∂Eij
t

∣∣∣∣
Ωit=Ωi

∗
t

(A.27)
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Finally, define the surplus from migrant employment to household i in terms of current
consumption of final goods, V ij

W,t = V̄ ij
W,t/U

i
c,t, such that

V ij
W,t =

W ij
t

P j
t

Qi
t − bUQi

t − (1− ζ)
U i
l,t

U i
c,t

(α1)1/ν1

(
Eij
t + ζU ij

t

1− lit

)−1/ν1

+

(1− ρ)Et

{
Qt,t+1(1− f ijt+1)V ij

W,t+1

}
(A.29)

46



Equation (A.29) is a recursive expression of migrant workers’ surplus, expressed in
terms of the final consumption basket of household i and conditional on household i’s
optimal migration decision.

Appendix B. Equilibrium Conditions

This section defines the equilibrium for the mobility model in Section 2 of the main
text.

βRtEt

{(
U i
c,t+1

U i
c,t

)(
1

Πi
t+1

)}
= 1 (B.1)

U i
c,tQ

i
t = U j

c,tϑ (B.2)

U i
c,t = b(Ci

t)
b(1−σ)−1(lit)

(1−b)(1−σ)Zi
t (B.3)

U j
c,t = b(Cj

t )
b(1−σ)−1(ljt )

(1−b)(1−σ)Zj
t (B.4)

U i
l,t = (1− b)(Ci

t)
b(1−σ)(lit)

(1−b)(1−σ)−1 (B.5)

U j
l,t = (1− b)(Cj

t )
b(1−σ)(ljt )

(1−b)(1−σ)−1 (B.6)

1− lit =
[
(1− α1)1/ν1(Eii

t + ζU ii
t )

ν1−1
ν1 + (α1)1/ν1(Eij

t + ζU ij
t )

ν1−1
ν1

] ν1
ν1−1

(B.7)

1− ljt =
[
(1− α1)1/ν1(Ejj

t + ζU jj
t )

ν1−1
ν1 + (α1)1/ν1(Eji

t + ζU ji
t )

ν1−1
ν1

] ν1
ν1−1

(B.8)

Eii
t = (1− ρ)Eii

t−1 + f iit S
ii
t (B.9)

Eji
t = (1− ρ)Eji

t−1 + f jit S
ji
t (B.10)

Ejj
t = (1− ρ)Ejj

t−1 + f jjt S
jj
t (B.11)

47



Eij
t = (1− ρ)Eij

t−1 + f ijt S
ij
t (B.12)

Siit = Ωi
t

[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(B.13)

Sijt = (1− Ωi
t)
[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(B.14)

Sjjt = Ωj
t

[
1− (1− ρ)Ejj

t−1 − (1− ρ)Eji
t−1

]
(B.15)

Sjit = (1− Ωj
t)
[
1− (1− ρ)Ejj

t−1 − (1− ρ)Eji
t−1

]
(B.16)

U ii
t = (1− f iit )Ωi

t

[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(B.17)

U ji
t = (1− f jit )(1− Ωj

t)
[
1− (1− ρ)Ejj

t−1 − (1− ρ)Eji
t−1

]
(B.18)

U jj
t = (1− f jjt )Ωj

t

[
1− (1− ρ)Ejj

t−1 − (1− ρ)Eji
t−1

]
(B.19)

U ij
t = (1− f ijt )(1− Ωi

t)
[
1− (1− ρ)Eii

t−1 − (1− ρ)Eij
t−1

]
(B.20)

Ei
t = Eii

t + Eji
t (B.21)

Ej
t = Ejj

t + Eij
t (B.22)

U i
t = U ii

t + U ji
t (B.23)

U j
t = U jj

t + U ij
t (B.24)

Sit = Siit + Sjit (B.25)

Sjt = Sjjt + Sijt (B.26)

V i
t = V ii

t + V ji
t (B.27)

V j
t = V jj

t + V ij
t (B.28)

48



Optimal migration decision of household i (Foc w.r. to Ωi
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Optimal migration decision of household j (Foc w.r. to Ωj
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t

Sjt
(B.40)

θiit =
V ii
t

Siit
(B.41)

θjit =
V ji
t

Sjit
(B.42)

θjjt =
V jj
t

Sjjt
(B.43)

θijt =
V ij
t

Sijt
(B.44)

Native job-creation condition in region i

κ

qiit

P i
H,t

P i
t

=
P i
x,t

P i
t

Ait −
W ii
t

P i
t

+ (1− ρ)Et

{
β
U i
c,t+1

U i
c,t

κ

qiit+1

P i
H,t+1

P i
t+1

}
(B.45)

Migrant job-creation condition in region i

κ

qjit

P i
H,t

P i
t

=
P i
x,t

P i
t

Ait −
W ji
t

P i
t

+ (1− ρ)Et

{
β
U j
c,t+1

U j
c,t

κ

qjit+1

P i
H,t+1

P i
t+1

}
(B.46)

Native job-creation condition in region j

κ

qjjt

P j
H,t

P j
t

=
P j
x,t

P j
t

Ajt −
W jj
t

P j
t

+ (1− ρ)Et

{
β
U j
c,t+1

U j
c,t

κ

qjjt+1

P j
H,t+1

P j
t+1

}
(B.47)

Migrant job-creation condition in region j

κ

qijt

P j
H,t

P j
t

=
P j
x,t

P j
t

Ajt −
W ij
t

P j
t

+ (1− ρ)Et

{
β
U i
c,t+1

U i
c,t

κ

qijt+1

P j
H,t+1

P j
t+1

}
(B.48)
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Wage equations for native workers in region i

W ii
t

P i
t

= ηit

[
bU + (1− ζ)

U i
l,t

U i
c,t

(1− α1)1/ν1

(
Eii
t + ζU ii

t

1− lit

)−1/ν1
]

+(1− ηit)
[
P i
x,t

P i
t

Ait + (1− ρ)βEt

{
U i
c,t+1

U i
c,t

κ

qiit+1

f iit+1

P i
H,t+1

P i
t+1

}] (B.49)

Wage equations for migrant workers in region i

W ji
t

P i
t

=

[
ηit

ηit +Qi
t(1− ηit)

]bU +Qi
t(1− ζ)

U j
l,t

U j
c,t

(α1)1/ν1

(
Eji
t + ζU ji

t

1− ljt

)−1/ν1


+

[
Qi
t(1− ηit)

ηit +Qi
t(1− ηit)

][
P i
x,t

P i
t

Ait + (1− ρ)βEt

{
U i
c,t+1

U i
c,t

κ

qjit+1

P i
H,t+1

P i
t+1

(
1−

Qi
t+1

Qi
t

(1− f jit+1)

)}](B.50)

Wage equation for native workers in region j

W jj
t

P j
t

= ηjt

bU + (1− ζ)
U j
l,t

U j
c,t

(1− α1)1/ν1

(
Ejj
t + ζU jj

t

1− ljt

)−1/ν1


+(1− ηjt )

[
P j
x,t

P j
t

Ajt + (1− ρ)βEt

{
U j
c,t+1

U j
c,t

κ

qjjt+1

f jjt+1

P j
H,t+1

P j
t+1

}] (B.51)

Wage equation for migrant workers in region j

W ij
t

P j
t

=

[
ηjtQ

i
t

ηjtQ
i
t + (1− ηjt )

]bU +
1

Qi
t

(1− ζ)
U i
l,t

U i
c,t

(α1)1/ν1

(
Eij
t + ζU ij

t

1− lit

)−1/ν1


+

[
(1− ηjt )

ηjtQ
i
t + (1− ηjt )

][
P j
x,t

P j
t

Ajt + (1− ρ)βEt

{
U j
c,t+1

U j
c,t

κ

qijt+1

P j
H,t+1

P j
t+1

(
1− Qi

t

Qi
t+1

(1− f ijt+1)

)}](B.52)

X i
t = AitE

i
t (B.53)

Xj
t = AjtE

j
t (B.54)

RMCi
t =

P i
x,t

P i
t

[
(1− α2) + α2

(1− α2)(Qi
t)

1−ν2 − α2

(1− α2)− α2(Qi
t)

1−ν2

] 1
1−ν2

︸ ︷︷ ︸
=

P i
t

P i
H,t

(Y i
t )

α
1−α

1− α
(B.55)
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RMCj
t =

P j
x,t

P j
t

[
(1− α2) + α2

(1− α2)− α2(Qi
t)

1−ν2

(1− α2)(Qi
t)

1−ν2 − α2

] 1
1−ν2

︸ ︷︷ ︸
P

j
t

P
j
H,t

(Y j
t )

α
1−α

1− α
(B.56)

P i?
H,t

P i
H,t

=

(
F i

1,t

F i
2,t

) 1−α
1−α+εα

=

(
1− δ

(
Πi
H,t

)ε−1

1− δ

) 1
1−ε

(B.57)

P j?
H,t

P j
H,t

=

(
F j

1,t

F j
2,t

) 1−α
1−α+εα

=

(
1− δ

(
Πj
H,t

)ε−1

1− δ

) 1
1−ε

(B.58)

F i
1,t ≡

1

1− ς
ε

ε− 1
U i
c,tRMCi

t

P i
H,t

P i
t

Y i
t + δβEt

{(
Πi
H,t+1

) ε
1−α F i

1,t+1

}
(B.59)

F j
1,t ≡

1

1− ς
ε

ε− 1
U j
c,tRMCj

t

P j
H,t

P j
t

Y j
t + δβEt

{(
Πj
H,t+1

) ε
1−α F j

1,t+1

}
(B.60)

F i
2,t ≡ U i

c,t

P i
H,t

P i
t

Y i
t + δβEt

{(
Πi
H,t+1

)ε−1
F i

2,t+1

}
(B.61)

F j
2,t ≡ U j

c,t

P j
H,t

P j
t

Y j
t + δβEt

{(
Πj
H,t+1

)ε−1
F j

2,t+1

}
(B.62)

∆i
t = δ

(
Πi
H,t

) ε
1−α ∆i

t−1 + (1− δ)

(
1− δ

(
Πi
H,t

)ε−1

1− δ

) ε
(1−ε)(α−1)

(B.63)

∆j
t = δ

(
Πj
H,t

) ε
1−α ∆j

t−1 + (1− δ)

(
1− δ

(
Πj
H,t

)ε−1

1− δ

) ε
(1−ε)(α−1)

(B.64)

Y i
t = (X i

t)
1−α(∆i

t)
α−1 (B.65)

Y j
t = (Xj

t )
1−α(∆j

t)
α−1 (B.66)

Y i
t =

[
(1− α2) + α2

(1− α2)(Qi
t)

1−ν2 − α2

(1− α2)− α2(Qi
t)

1−ν2

] ν2
1−ν2

︸ ︷︷ ︸(
P i
H,t

P i
t

)−ν2

[
(1− α2)Ci

t + α2(Qi
t)
ν2Cj

t

]
+ κV i

t

(B.67)
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Y j
t =

[
(1− α2) + α2

(1− α2)− α2(Qi
t)

1−ν2

(1− α2)(Qi
t)

1−ν2 − α2

] ν2
1−ν2

︸ ︷︷ ︸(
P

j
H,t

P
j
t

)−ν2

[
(1− α2)Cj

t + α2(Qi
t)
−ν2Ci

t

]
+ κV j

t

(B.68)

Qi
t =

Πj
t

Πi
t

Qi
t−1 (B.69)

Πi
H,t

Πi
t

=

[
(1− α2) + α2

(1−α2)(Qit)
1−ν2−α2

(1−α2)−α2(Qit)
1−ν2

] 1
ν2−1

[
(1− α2) + α2

(1−α2)(Qit−1)1−ν2−α2

(1−α2)−α2(Qit−1)1−ν2

] 1
ν2−1

=
P i
H,t/P

i
t

P i
H,t−1/P

i
t−1

(B.70)

Πj
H,t

Πj
t

=

[
(1− α2) + α2

(1−α2)−α2(Qit)
1−ν2

(1−α2)(Qit)
1−ν2−α2

] 1
ν2−1

[
(1− α2) + α2

(1−α2)−α2(Qit−1)1−ν2

(1−α2)(Qit−1)1−ν2−α2

] 1
ν2−1

=
P j
H,t/P

j
t

P j
H,t−1/P

j
t−1

(B.71)

The model is closed with a definition of monetary policy and the law of motion for all
three exogenous shock.

Appendix C. Efficient Allocation

The cooperative planner thus maximizes

E0

∞∑
t=0

βt
[
U it
(
Ci
t , l

i
t

)
+ U jt

(
Cj
t , l

j
t

)]
(C.1)
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subject to

Ci
t =

{
(1− α2)

1
ν2

(
Ci
H,t

) ν2−1
ν2 + (α2)

1
ν2

(
Ci
F,t

) ν2−1
ν2

} ν2
ν2−1

(C.2)

Cj
t =

{
(1− α2)

1
ν2

(
Cj
H,t

) ν2−1
ν2 + (α2)

1
ν2

(
Cj
F,t

) ν2−1
ν2

} ν2
ν2−1

(C.3)

lit = 1−
[
(1− α1)1/ν1(Eii

t + ζU ii
t )

ν1−1
ν1 + (α1)1/ν1(Eij

t + ζU ij
t )

ν1−1
ν1

] ν1
ν1−1

(C.4)

ljt = 1−
[
(1− α1)1/ν1(Ejj

t + ζU jj
t )

ν1−1
ν1 + (α1)1/ν1(Eji

t + ζU ji
t )

ν1−1
ν1

] ν1
ν1−1

(C.5)

Eii
t = (1− ρ)Eii

t−1 + τ it (θ
ii
t )γSiit (C.6)

Eji
t = (1− ρ)Eji

t−1 + τ it (θ
ji
t )γSjit (C.7)

Ejj
t = (1− ρ)Ejj

t−1 + τ jt (θjjt )γSjjt (C.8)

Eij
t = (1− ρ)Eij

t−1 + τ jt (θijt )γSijt (C.9)

U ii
t = [1− τ it (θiit )γ]Siit (C.10)

U ji
t = [1− τ it (θ

ji
t )γ]Sjit (C.11)

U jj
t = [1− τ jt (θjjt )γ]Sjjt (C.12)

U ij
t = [1− τ jt (θijt )γ]Sijt (C.13)[

Ait(E
ii
t + Eji

t )
](1−α)

= Ci
H,t + Cj

F,t + κθiit S
ii
t + κθjit S

ji
t (C.14)[

Ajt(E
jj
t + Eij

t )
](1−α)

= Cj
H,t + Ci

F,t + κθjjt S
jj
t + κθijt S

ij
t (C.15)

Notice that the sum of constraints (C.6), (C.9), (C.10) and (C.13) yields

Eii
t + Eij

t + U ii
t + U ij

t =

(1− ρ)Eii
t−1 + Siit + (1− ρ)Eij

t−1 + Sijt =

(1− ρ)Eii
t−1 + Ωi

tS
i
H,t + (1− ρ)Eij

t−1 + (1− Ωi
t)S

i
H,t = 1

Furthermore, given that Siit + Sijt = SiH,t, with SiH,t being predetermined, choosing Siit
determines Sijt :

Sijt = 1− (1− ρ)
[
Eii
t−1 + Eij

t−1

]
− Siit (C.16)

such that (C.7), (C.9), (C.11) and (C.13) become, respectively

Eij
t = (1− ρ)Eij

t−1 + τ jt (θijt )γ
[
1− (1− ρ)

[
Eii
t−1 + Eij

t−1

]
− Siit

]
(C.17)

Eji
t = (1− ρ)Eji

t−1 + τ it (θ
ji
t )γ

[
1− (1− ρ)

[
Ejj
t−1 + Eji

t−1

]
− Sjjt

]
(C.18)

U ji
t = [1− τ it (θ

ji
t )γ]

[
1− (1− ρ)

[
Eii
t−1 + Eij

t−1

]
− Siit

]
(C.19)

U ij
t = [1− τ jt (θijt )γ]

[
1− (1− ρ)

[
Ejj
t−1 + Eji

t−1

]
− Sjjt

]
(C.20)
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Finally, use constraints (C.10), (C.12), (C.19) and (C.20) to substitute out all four
types of unemployment in (C.4) and (C.5), respectively. The cooperative planner thus
maximizes

E0

∞∑
t=0

βt
[
U it
(
Ci
t , l

i
t

)
+ U jt

(
Cj
t , l

j
t

)]
=

E0

∞∑
t=0

[[
(Ci

t)
b(lit)

1−b]1−σ − 1

1− σ
+

[
(Cj

t )
b(ljt )

1−b]1−σ − 1

1− σ

]

subject to the following constraints

Ci
t =

{
(1− α2)

1
ν2

(
Ci
H,t

) ν2−1
ν2 + (α2)

1
ν2

(
Ci
F,t

) ν2−1
ν2

} ν2
ν2−1

Cj
t =

{
(1− α2)

1
ν2

(
Cj
H,t

) ν2−1
ν2 + (α2)

1
ν2

(
Cj
F,t

) ν2−1
ν2

} ν2
ν2−1

lit = 1−
{

(1− α1)1/ν1
[
Eii
t + ζ(1− τ it (θiit )γ)Siit

] ν1−1
ν1 +

(α1)1/ν1
[
Eij
t + ζ(1− τ jt (θijt )γ)(1− (1− ρ)

(
Eii
t−1 + Eij

t−1

)
− Siit )

] ν1−1
ν1

} ν1
ν1−1

ljt = 1−
{

(1− α1)1/ν1
[
Ejj
t + ζ(1− τ jt (θjjt )γ)Sjjt

] ν1−1
ν1 +

(α1)1/ν1
[
Eji
t + ζ(1− τ it (θ

ji
t )γ)(1− (1− ρ)

(
Ejj
t−1 + Eji

t−1

)
− Sjjt )

] ν1−1
ν1

} ν1
ν1−1

Eii
t = (1− ρ)Eii

t−1 + τ it (θ
ii
t )γSiit

Eij
t = (1− ρ)Eij

t−1 + τ jt (θijt )γ
[
1− (1− ρ)

(
Eii
t−1 + Eij

t−1

)
− Siit

]
Ejj
t = (1− ρ)Ejj

t−1 + τ jt (θjjt )γSjjt

Eji
t = (1− ρ)Eji

t−1 + τ it (θ
ji
t )γ

[
1− (1− ρ)

(
Ejj
t−1 + Eji

t−1

)
− Sjjt

][
Ait(E

ii
t + Eji

t )
]1−α

= Ci
H,t + Cj

F,t + κθiit S
ii
t + κθjit

[
1− (1− ρ)

(
Ejj
t−1 + Eji

t−1

)
− Sjjt

][
Ajt(E

jj
t + Eij

t )
]1−α

= Cj
H,t + Ci

F,t + κθjjt S
jj
t + κθijt

[
1− (1− ρ)

(
Eii
t−1 + Eij

t−1

)
− Siit

]
Defining the Lagrange multiplier on the two resource constraints as λit,RC and λjt,RC
respectively, and the Lagrange multipliers for the law of motion of each of the four
types of employment as λiiE,t, λ

ij
E,t, λ

jj
E,t, and λijE,t, the first-order conditions with respect

55



to domestic and imported consumption state as follows:

[Ci
H,t;C

j
F,t] : λiRC,t = U i

c,t

[
(1− α2)Ci

t

Ci
H,t

] 1
ν2

= U j
c,t

[
α2C

j
t

Cj
F,t

] 1
ν2

(C.21)

[Ci
F,t;C

j
H,t] : λjRC,t = U i

c,t

[
α2C

i
t

Ci
F,t

] 1
ν2

= U j
c,t

[
(1− α2)Cj

t

Cj
H,t

] 1
ν2

(C.22)

[θiit ] :
U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

] 1
ν1

ζγτ it (θ
ii
t )γ−1 =

λiiE,t
U i
c,t

γτ it (θ
ii
t )γ−1 + κ

λiRC,t
U i
c,t

(C.23)

[θijt ] :
U i
l,t

U i
c,t

[
α1(1− lit)
Eij
t + ζU ij

t

] 1
ν1

ζγτ jt (θijt )γ−1 =
λijE,t
U i
c,t

γτ jt (θijt )γ−1 + κ
λjRC,t
U i
c,t

(C.24)

[Eii
t ] :

U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

] 1
ν1

=
λiiE,t
U i
c,t

+
λiRC,t
U i
c,t

(1− α)Y i
t

Ei
t

+ β(1− ρ)
U i
c,t+1

U i
c,t

... (C.25)

...

U i
l,t+1

U i
c,t+1

[
α1(1− lit+1)

Eij
t+1 + ζU ij

t+1

] 1
ν1

ζ(1− τ jt+1(θijt+1)γ)−
λiiE,t+1

U i
c,t+1

+
λijE,t+1

U i
c,t+1

τ jt+1(θijt+1)γ +
λjRC,t+1

U i
c,t+1

κθijt+1


[Eij

t ] :
U i
l,t

U i
c,t

[
α1(1− lit)
Eij
t + ζU ij

t

] 1
ν1

=
λijE,t
U i
c,t

+
λjRC,t
U i
c,t

(1− α)Y j
t

Ej
t

+ β(1− ρ)
U i
c,t+1

U i
c,t

... (C.26)

...

U i
l,t+1

U i
c,t+1

[
α1(1− lit+1)

Eij
t+1 + ζU ij

t+1

] 1
ν1

ζ(1− τ jt+1(θijt+1)γ)−
λijE,t+1

U i
c,t+1

(1− τ jt+1(θijt+1)γ) +
λjRC,t+1

U i
c,t+1

κθijt+1


[Siit ] : ζ

U i
l,t

U i
c,t

{[
α1(1− lit)
Eij
t + ζU ij

t

] 1
ν1

(1− τ jt (θijt )γ)−
[

(1− α1)(1− lit)
Eii
t + ζU ii

t

] 1
ν1

(1− τ it (θiit )γ)

}
= ... (C.27)

λiiE,t
U i
c,t

τ it (θ
ii
t )γ −

λijE,t
U i
c,t

τ jt (θijt )γ + κθiit
λiRC,t
U i
c,t

− κθijt
λjRC,t
U i
c,t

Further combining (C.23) and (C.24) with (C.21) yields, respectively

λiiE,t
U i
c,t

= ζ
U i
l,t

U i
c,t

[
(1− α1)(1− lit)
Eii
t + ζU ii

t

] 1
ν1

− κ

qiit γ

[
(1− α2)Ci

t

Ci
H,t

] 1
ν2

(C.28)

λijE,t
U i
c,t

= ζ
U i
l,t

U i
c,t

[
α1(1− lit)
Eij
t + ζU ij

t

] 1
ν1

− κ

qijt γ

[
α2C

i
t

Ci
F,t

] 1
ν2

(C.29)
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Combining (C.25) with (C.21), (C.28), and (C.29) results in

U il,t
U ic,t

(1− ζ)
[

(1−α1)(1−lit)
Eiit +ζU iit

] 1
ν1 =

[
(1−α2)Cit
CiH,t

] 1
ν2

[
(1−α)Y it

Eit
− κ

qiit γ

]
+ β(1− ρ)

U ic,t+1

U ic,t
... (C.30)

...

{
U il,t+1

U ic,t+1
ζ

[[
α1(1−lit+1)

Eijt+1+ζU ijt+1

] 1
ν1

−
[

(1−α1)(1−lit+1)

Eiit+1+ζU iit+1

] 1
ν1

]
+ κ

qiit+1γ

[
(1−α2)Cit+1

CiH,t+1

] 1
ν2 +

[
α2Cit+1

CiH,t+1

] 1
ν2 κγ−1

γ
θijt+1

}
Rewriting the efficiency condition with respect to Siit , (C.26), using (C.21), (C.22),
(C.28) and (C.29) yields
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c,t
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−
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H,t
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
(C.31)

Combining the efficient migration decision, (C.31), with (C.30) leads to the effi-
ciency condition for native workers
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Ei
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qiit γ

]
(C.32)

+β(1− ρ)
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continuation value for firms
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W,t+1︸ ︷︷ ︸

continuation value for workers

Equivalently, for migrant workers combining (C.26) with (C.22), (C.28), and (C.29)
results in

U i
l,t
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[
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Finally, combining the first-order condition with respect to Siit with equations (C.28)
and (C.29) yields the following efficient migration decision

U i
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U i
c,t
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ij
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(C.34)
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Appendix D. Efficient Steady State

At the symmetric steady state, we assume that Ai = Aj = Zi = Zj = 1. The first-
order efficiency conditions with respect to labor-market tightness and the four types of
employment simplify to

1− b
b

C

l
ζ =

1− γ
γ

κθ (D.1)

1− α
Eα

− κ

q
[1− β(1− ρ)] =

1− b
b

C

l

[
1 + ζ

1− f
f

(1− β(1− ρ))

]
(D.2)

Appendix E. A purely quadratic welfare criterion - Benchmark model with-
out labor mobility

We approximate households’ utility function to second order. The linear terms in
consumption and leisure are then substituted out by the feasibility constraints faced
by the policy maker, also approximated to second order. The resulting second-order
expression contains linear and quadratic terms. We show that all linear terms can be
substituted out with linear combinations of second-order terms, such that our welfare
criterion is purely quadratic.

Appendix E.1. Taylor expansion of the utility function and feasibility constraints

Define x̂it ≡ log(X i
t)− log(X) as the log deviation from the symmetric steady state

for a generic variable X i
t specific to region i. A second-order log-linear approximation

of the instantaneous utility function in region i yields

U i
t ' U i + U i

c ĉ
i
t + U i

l l̂
i
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1

2
U i
cc

(
ĉit
)2

+
1

2
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(
l̂it

)2

+ U i
clĉ

i
tl̂
i
t + t.i.p. (E.1)

where U i
x denotes the first-order derivative of the utility function with respect to logX i

t ,
and where t.i.p. stands for terms that are independent of policy. For σ = 1 the above
expression simplifies to

U i
t − U i

U i
c

' ĉit +
1− b
b

l̂it + t.i.p. (E.2)

The consumption aggregator for region i, up to second order, reads as

ĉit = −1

2
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(
ĉit
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[
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(E.3)

while the first feasibility constraint for region i(
AitE

i
t

∆i
t

)(1−α)

= Ci
H,t + Cj

F,t +
κ

ω
(θit)

1−γ [Ei
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(E.4)
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up to second order states
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(E.5)

which can be rewritten as follows
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(E.6)

Combining (E.3) and (E.6) yields

ĉit = −1

2

ν2 − 1

ν2

(
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(E.7)

An equivalent expression for total consumption in region j, ĉjt , can be derived by
combining region j’s consumption aggregator with its feasibility constraint. The second
feasibility constraint for region i relates to households time allocation. Up to second
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order this constraint states as follows
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A second order approximation (around a symmetric steady state) of the instantaneous
utility functions of the two regions constituting a monetary union, therefore reads as
follows [

ĉit +
1− b
b

l̂it

]
+

[
ĉjt +

1− b
b

l̂jt

]
+ t.i.p. (E.9)

where ĉit and l̂it are given by equations (E.7) and (E.8), respectively. Equivalent equa-
tions can be derived for consumption and leisure in region j.

Appendix E.2. Linear Terms

One can then collect all linear terms appearing in the generic period t so that all
first-order terms in the approximated discounted and weighted lifetime utility of the
representative household in both regions read as

∞∑
t=0

βt
[
Λ1

(
êit + êjt

)
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(
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)]
where the term Λ3

(
êi−1 + êj−1

)
is given at time t = 0 and is thus independent of policy.

By steady-state efficiency the coefficients on employment, Λ1 + βΛ3, on labor-market
tightness, Λ2, and on imported consumption, Λ4 are all equal to zero. Hence, all linear
terms cancel out and we are left with quadratic terms only.
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Appendix E.3. Quadratic terms for endogenous variables

Leaving the cross-products with the shocks for the next section, we collect the
purely quadratic terms
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êjt
)2
]

+ Γ2

[(
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êit − (1− ρ)êit−1

]
+ 2Γ3θ̂

j
t

[
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Therefore, the squares appearing in the welfare function are
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ĉiH,t
)2

+
(
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(E.10)
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Appendix E.4. Cross-products with the shocks
Finally, we are left with the second-order terms where the shocks are multiplied by

endogenous variables.
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+ t.i.p. (E.11)

where, at the symmetric steady state
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Appendix E.5. Second-order approximation of the utility function

Collecting all quadratic terms yields

W 'E0

∞∑
t=0

βt

[(
U i
t − U i

U i
c

)
+

(
U j
t − U j

U j
c

)]
1

2

∞∑
t=0

βt
{

Γe

[(
êit
)2

+
(
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Appendix E.6. Welfare function
The second-order approximation of the utility function can be rewritten as a sum

of squared deviations of endogenous variables from their Pareto efficient level. For
a generic variable specific to region i, X i

t , let us define x̃it ≡ logX i
t − logX i?

t , such
that x̂it = x̃it + x̂i?t . Such a variable represents the gap between the market solution
and the efficient one. It is useful to define the deviation of the efficient allocation for
the (efficient) steady state as x̂i?t ≡ logX i?

t − logX i. Using these definitions, (E.12)
becomes
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Define

A0 ≡E0
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(E.14)

One can show that around the efficient steady state the sum of all cross-products is
equal to zero, i.e. A0 = 0, such that only squared deviations are left in the welfare
function. First, recall that both feasibility constraints hold in the market and in the
efficient equilibrium, such that
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ẽitĉ
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Therefore, (E.14) can be rewritten, using (E.15), (E.16) and the respective expressions
for region j

A0 = E0

∞∑
t=0

βt
{
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j?
H,t

]}
+ t.i.p

(E.17)

where, by the feasibility constraint (E.4)
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such that

A0 = 0

From Woodford (2003) we know that

∞∑
t=0
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(
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H,t(l)

)
=
∞∑
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βt
δ
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(E.18)

so that
∞∑
t=0

βtΓ∆∆̃i
t =
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(
π̂iH,t

)2
=
∞∑
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(
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(E.19)

where

ΓπiH ≡ −
ε

λi
E1−α

C
= − ε

λi
Y

C
(E.20)

Therefore, a second-order approximation to the utility function simply yields

W ' 1

2
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+ Γθ

[(
θ̃it

)2

+
(
θ̃jt

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+ ΓπiH

(
π̃iH,t

)2
+ ΓπjH

(
π̃jH,t

)2
}

+ t.i.p.

(E.21)
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Appendix F. A purely quadratic welfare criterion - Full model with labor
mobility

As for the benchmark model without labor mobility in Appendix E we approxi-
mate households’ utility function to second order, substitute out the linear terms in
consumption and leisure using the respective feasibility constraints and show that our
welfare criterion can be rewriten in purely quadratic terms.

Appendix F.1. Taylor expansion of the utility function and feasibility constraints

As for the benchmark model with a fixed labor force, a second-order log-linear
approximation of the instantaneous utility function in region i, for the particular case
where σ = 1 states as

U i
t − U i

U i
c

' ĉit +
1− b
b

l̂it + t.i.p. (F.1)

The consumption aggregator for region i, up to second order, reads as

ĉit = −1

2
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(
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(F.2)

while the first feasibility constraint for region i(
Ait(E
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t + Eji

t )

∆i
t
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(F.3)

up to second order, around the symmetric steady state, states
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(F.4)
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The above expression can then be rewritten as follows
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Combining (F.2) and (F.5) yields
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(F.6)

An equivalently expression for total consumption in region j, ĉjt , can be derived by
combining region j’s consumption aggregator with its feasibility constraint. The second
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feasibility constraint for region i relates to households time allocation
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êiit−1 + α1
E

l
(1− ρ)ζ

1− f
f
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(F.7)

The instantaneous utility functions of the two regions constituting a monetary union,
approximated to second order around a symmetric steady state therefore read as[

ĉit +
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l̂it

]
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[
ĉjt +
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+ t.i.p. (F.8)
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where ĉit and l̂it are given by equations (F.6) and (F.7), respectively. Equivalent equa-
tions can be derived for consumption and leisure in region j.

Appendix F.2. Linear Terms

One can then collect all linear terms appearing in the generic period t so that all
first-order terms in the approximated discounted and weighted lifetime utility of the
representative household in both regions read as
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)
+ Λii

2

(
θ̂iit + θ̂jjt

)
+ Λij

2

(
θ̂ijt + θ̂jit

)
+ Λ4

(
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where the terms êii−1, êjj−1, êij−1, and êji−1 are given at time t = 0 and are thus to be
considered independent of policy. At the symmetric steady state, the coefficients on
native employment states as follows
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Equivalently, the coefficient on migrant employment reads as follows
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The coefficient on labor-market tightness of native workers is given by
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Similarly, the coefficient on migrants’ labor-market tightness

Λij
2 = α1

E

C
ρ
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f
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b
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l
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
Finally, as in a standard open-economy model without a mobile labor force, the coeffi-
cient on imported consumption is zero, i.e. Λ4 = α2 − α2 = 0. Hence, all linear terms
cancel out and we are left with quadratic terms only.

69



Appendix F.3. Quadratic terms for endogenous variables

Collecting the purely quadratic terms, yields
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ĉjF,t
)2
]

+

Γl

[(
l̂it

)2

+
(
l̂jt

)2
]

+ Γ∆

[
∆̂i
t + ∆̂j

t

]
+

2Γii3

{
θ̂iit
[
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êijt Γ4 − (1− ρ)êijt−1
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]}
+

2Γeiieji
[
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where, at the symmetric steady state
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f + ζρ(1− f)

Γ4 ≡
f + ζ(1− f)

ζ(1− f)
; Γeiieji ≡ −

[
α1(1− α1)

α(1− α)

Eα

E

C

]
Γiie ≡Γii1 + βΓii2 = −(1− α1)

E

C

{
α(1− α)(1− α1)

Eα
− 1− b

b

C

l

1

ν1

f

f + ζρ(1− f)[(
1 + ζ

1− f
f

)2

− β(1− ρ)2

(
1− f
f

ζ

)2
]}

Γije ≡Γij1 + βΓij2 = −α1
E

C

{
α(1− α)α1

Eα
− 1− b

b

C

l

1

ν1

α1

1− α1

f

f + ζρ(1− f)[(
1 + ζ

1− f
f

)2

− β(1− ρ)2

(
1− f
f

ζ

)2
]}
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Hence, the square terms appearing in the welfare function are

1

2

∞∑
t=0

βt
{

Γiie

[(
êiit
)2

+
(
êjjt
)2
]

+ Γije

[(
êijt
)2

+
(
êjit
)2
]

Γiiθ

[(
θ̂iit

)2

+
(
θ̂jjt

)2
]

+ Γijθ

[(
θ̂ijt

)2

+
(
θ̂jit

)2
]

+

Γc

[(
ĉit
)2

+
(
ĉjt
)2
]

+ ΓcH

[(
ĉiH,t
)2

+
(
ĉjH,t
)2
]

+ ΓcF

[(
ĉiF,t
)2

+
(
ĉjF,t
)2
]

+

Γl

[(
l̂it

)2

+
(
l̂jt

)2
]

+ Γ∆

[
∆̂i
t + ∆̂j

t

]
+

2Γii3

{
θ̂iit
[
êiit Γ4 − (1− ρ)êiit−1

]
+ θ̂jjt

[
êjjt Γ4 − (1− ρ)êjjt−1

]}
+

2Γij3

{
θ̂ijt
[
êijt Γ4 − (1− ρ)êijt−1

]
+ θ̂jit

[
êjit Γ4 − (1− ρ)êjit−1

]}
+

2Γeiieji
[
êiit ê

ji
t + êjjt ê

ij
t

]}
Appendix F.4. Cross-products with the shocks

Finally, we are left with the second-order terms where the shocks are multiplied by
endogenous variables.

∞∑
t=0

βtΓae
{
âit
[
(1− α1)êiit + α1ê

ji
t

]
+ âjt

[
(1− α1)êjjt + α1ê

ij
t

]}
+ t.i.p.

where

Γae ≡
[

(1− α)2

Eα

E

C

]
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Appendix F.5. Second-order approximation of the utility function

Collecting all quadratic terms yields

W ' E0

∞∑
t=0

βt

[(
U i
t − U i

U i
c

)
+

(
U j
t − U j

U j
c

)]

=
1

2
E0

∞∑
t=0

βt
{

Γiie

[(
êiit
)2

+
(
êjjt
)2
]

+ Γije

[(
êijt
)2

+
(
êjit
)2
]

+

Γiiθ

[(
θ̂iit

)2

+
(
θ̂jjt

)2
]

+ Γijθ

[(
θ̂ijt

)2

+
(
θ̂jit

)2
]

+

Γc

[(
ĉit
)2

+
(
ĉjt
)2
]

+ ΓcH

[(
ĉiH,t
)2

+
(
ĉjH,t
)2
]

+ ΓcF

[(
ĉiF,t
)2

+
(
ĉjF,t
)2
]

+

Γl

[(
l̂it

)2

+
(
l̂jt

)2
]

+ Γ∆

[
∆̂i
t + ∆̂j

t

]
+

2Γii3

{
θ̂iit
[
êiit Γ4 − (1− ρ)êiit−1

]
+ θ̂jjt

[
êjjt Γ4 − (1− ρ)êjjt−1

]}
+

2Γij3

{
θ̂ijt
[
êijt Γ4 − (1− ρ)êijt−1

]
+ θ̂jit

[
êjit Γ4 − (1− ρ)êjit−1

]}
+

2Γeiieji
[
êiit ê

ji
t + êjjt ê

ij
t

]
+

2Γae
{
âit
[
(1− α1)êiit + α1ê

ji
t

]
+ âjt

[
(1− α1)êjjt + α1ê

ij
t

]}
+ t.i.p.

}

(F.9)

Appendix F.6. Welfare function

The second-order approximation of the utility function can be rewritten as a sum
of squared deviations of endogenous variables from their Pareto efficient level. For a
generic variable specific to region i, X i

t , let us define x̃it ≡ logX i
t − logX i?

t , such that
x̂it = x̃it + x̂i?t . Such a variable represents the gap between the market solution and
the efficient one. It is useful to define the deviation of the efficient allocation for the
(efficient) steady state as x̂i?t ≡ logX i?

t − logX i. Using these definitions, (F.9) becomes
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W '1

2
E0

∞∑
t=0

βt
{

Γiie

[(
ẽiit
)2

+
(
ẽjjt
)2
]

+ Γije

[(
ẽijt
)2

+
(
ẽjit
)2
]

+

Γiiθ

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γijθ

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+ Γ∆

[
∆̃i
t + ∆̃j

t

]}
+

E0

∞∑
t=0

βt
{

Γii3

{
θ̃iit
[
ẽiit Γ4 − (1− ρ)ẽiit−1

]
+ θ̃jjt

[
ẽjjt Γ4 − (1− ρ)ẽjjt−1

]}
+

Γij3

{
θ̃ijt
[
ẽijt Γ4 − (1− ρ)ẽijt−1

]
+ θ̃jit

[
ẽjit Γ4 − (1− ρ)ẽjit−1

]}
+

Γeiieji
(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
+

E0

∞∑
t=0

βt
{

Γiie
(
ẽiit ê

ii?
t + ẽjjt ê

jj?
t

)
+ Γije

(
ẽijt ê

ij?
t + ẽjit ê

ji?
t

)
+

Γiiθ

(
θ̃iit θ̂

ii?
t + θ̃jjt θ̂

jj?
t

)
+ Γijθ

(
θ̃ijt θ̂

ij?
t + θ̃jit θ̂

ji?
t

)
+

Γc
(
c̃itĉ

i?
t + c̃jt ĉ

j?
t

)
+ ΓcH

(
c̃iH,tĉ

i?
H,t + c̃jH,tĉ

j?
H,t

)
+ ΓcF

(
c̃iF,tĉ

i?
F,t + c̃jF,tĉ

j?
F,t

)
+

Γl

(
l̃it l̂
i?
t + l̃jt l̂

j?
t

)
+

Γii3

[
Γ4

(
θ̃iit ê

ii?
t + ẽiit θ̂

ii?
t + θ̃jjt ê

jj?
t + ẽjjt θ̂

jj?
t

)
− (1− ρ)

(
θ̃iit ê

ii?
t−1 + ẽiit−1θ̂

ii?
t + θ̃jjt ê

jj?
t−1 + ẽjjt−1θ̂

jj?
t

)]
+

Γij3

[
Γ4

(
θ̃ijt ê

ij?
t + ẽijt θ̂

ij?
t + θ̃jit ê

ji?
t + ẽjit θ̂

ji?
t

)
− (1− ρ)

(
θ̃ijt ê

ij?
t−1 + ẽijt−1θ̂

ij?
t + θ̃jit ê

ji?
t−1 + ẽjit−1θ̂

ji?
t

)]
+

Γeiieji
[
ẽiit ê

ji?
t + ẽjit ê

ii?
t + ẽjjt ê

ij?
t + ẽijt ê

jj?
t

]
+

Γae
{
âit
[
(1− α1)ẽiit + α1ẽ

ji
t

]
+ âjt

[
(1− α1)ẽjjt + α1ẽ

ij
t

]}}
+ t.i.p.
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Define

A0 ≡ E0

∞∑
t=0

βt
{

Γiie
(
ẽiit ê

ii?
t + ẽjjt ê

jj?
t

)
+ Γije

(
ẽijt ê

ij?
t + ẽjit ê

ji?
t

)
+

Γiiθ

(
θ̃iit θ̂

ii?
t + θ̃jjt θ̂

jj?
t

)
+ Γijθ

(
θ̃ijt θ̂

ij?
t + θ̃jit θ̂

ji?
t

)
+

Γc
(
c̃itĉ

i?
t + c̃jt ĉ

j?
t

)
+ ΓcH

(
c̃iH,tĉ

i?
H,t + c̃jH,tĉ

j?
H,t

)
+ ΓcF

(
c̃iF,tĉ

i?
F,t + c̃jF,tĉ

j?
F,t

)
+

Γl

(
l̃it l̂
i?
t + l̃jt l̂

j?
t

)
+

Γii3

[
Γ4

(
θ̃iit ê

ii?
t + ẽiit θ̂

ii?
t + θ̃jjt ê

jj?
t + ẽjjt θ̂

jj?
t

)
− (1− ρ)

(
θ̃iit ê

ii?
t−1 + ẽiit−1θ̂

ii?
t + θ̃jjt ê

jj?
t−1 + ẽjjt−1θ̂

jj?
t

)]
+

Γij3

[
Γ4

(
θ̃ijt ê

ij?
t + ẽijt θ̂

ij?
t + θ̃jit ê

ji?
t + ẽjit θ̂

ji?
t

)
− (1− ρ)

(
θ̃ijt ê

ij?
t−1 + ẽijt−1θ̂

ij?
t + θ̃jit ê

ji?
t−1 + ẽjit−1θ̂

ji?
t

)]
+

Γeiieji
[
ẽiit ê

ji?
t + ẽjit ê

ii?
t + ẽjjt ê

ij?
t + ẽijt ê

jj?
t

]
+

Γae
{
âit
[
(1− α1)ẽiit + α1ẽ

ji
t

]
+ âjt

[
(1− α1)ẽjjt + α1ẽ

ij
t

]}}
+ t.i.p.

One can show that around the efficient symmetric steady state A0 = 0. First, using the
feasibility constraint (F.6) up to first order around the symmetric steady state yields

E0

∞∑
t=0

βtΓcc̃
i
tĉ
i?
t =

E0

∞∑
t=0

βt
{
−α2

ν2 − 1

ν2

(
c̃iF,tĉ

i?
t − c̃

j
F,tĉ

i?
t

)
− E

C

ν2 − 1

ν2

[
1− α
Eα

− κ

q

] [
(1− α1)ẽiit ĉ

i?
t + α1ẽ

ji
t ĉ

i?
t

]
+

E

C

ν2 − 1

ν2

κ

q
(1− γ)ρ

[
(1− α1)θ̃iit ĉ

i?
t + α1θ̃

ji
t ĉ

i?
t

]
− E

C

ν2 − 1

ν2

κ

q
β(1− ρ)

[
(1− α1)ẽiit ĉ

i?
t+1 + α1ẽ

ji
t ĉ

i?
t+1

]}
+ t.i.p.

An equivalent expression can be derived for region j. The second feasibility constraint
(F.7), up to first order around the symmetric steady state implies

E0

∞∑
t=0

βtΓl l̃
i
t l̂
i?
t =

E0

∞∑
t=0

βt
{

1− b
b

E

l

(
1 + ζ

1− f
f

)(
1 +

1

ν1

l

1− l

)[
(1− α1)ẽiit l̂

i?
t + α1ẽ

ij
t l̂
i?
t

]
−

1− b
b

E

l

ρζγ

f

(
1 +

1

ν1

l

1− l

)[
(1− α1)θ̃iit l̂

i?
t + α1θ̃

ij
t l̂

i?
t

]
−

1− b
b

E

l
β(1− ρ)ζ

1− f
f

(
1 +

1

ν1

l

1− l

)[
(1− α1)ẽiit l̂

i?
t+1 + α1ẽ

ij
t l̂
i?
t+1

]}
+ t.i.p.
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An equivalent expression can be derived for region j. We now collect all terms for θ̃iit

θ̃iit

{
Γiiθ θ̂

ii?
t +

E

C

ν2 − 1

ν2

κ

q
(1− γ)ρ(1− α1)ĉi?t −

1− b
b

E

l

ρζγ

f

(
1 +

1

ν1

l

1− l

)
(1− α1)l̂i?t +

Γii3 Γ4ê
ii?
t − Γii3 (1− ρ)êii?t−1

} (F.10)

From the efficiency condition with respect to θiit , up to first order around the efficient
steady state, we have

−
(

1 +
1

ν1

l

1− l

)
l̂i?t =

[
1− 1

ν1

ζργ

f

f

f + ζρ(1− f)

]
θ̂ii?t −

ν2 − 1

ν2

ĉi?t −
1

ν2

ĉi?H,t +

1

ν1

f

f + ζρ(1− f)

[(
1 + ζ

1− f
f

)
êii?t − ζ(1− ρ)

1− f
f

êii?t−1

]
such that

−1− b
b

E

l

ρζγ

f
(1− α1)

(
1 +

1

ν1

l

1− l

)
l̂i?t =

1− b
b

E

l

ρζγ

f
(1− α1)

[
1− 1

ν1

ζργ

f

f

f + ζρ(1− f)

]
θ̂ii?t −

1− b
b

E

l

ρζγ

f
(1− α1)

ν2 − 1

ν2

ĉi?t −
1− b
b

E

l

ρζγ

f
(1− α1)

1

ν2

ĉi?H,t +

1− b
b

E

l

ρζγ

f
(1− α1)

1

ν1

f

f + ζρ(1− f)

[(
1 + ζ

1− f
f

)
êii?t − ζ(1− ρ)

1− f
f

êii?t−1

]
The coefficient on θ̂ii?t appearing in the collection of terms for θ̃iit then states

Γiiθ +
1− b
b

E

l

ρζγ

f
(1− α1)

[
1− 1

ν1

ζργ

f

f

f + ζρ(1− f)

]
=

−(1− α1)
E

C

κ

q
ρ(1− γ)

[
1− 1

ν1

ζργ

f + ζρ(1− f)

]
+ (1− α1)

E

C

κ

q
ρ(1− γ)

[
1− 1

ν1

ζργ

f + ζρ(1− f)

]
= 0

where the last equality makes use of the steady-state equation (D.1). Similarly, the
coefficient on êii?t reads as(

1 + ζ
1− f
f

)
1− α1

ν1

ρζγ

f + ζρ(1− f)

1− b
b

E

l
−
(

1 + ζ
1− f
f

)
1− α1

ν1

ρζγ

f + ζρ(1− f)

1− b
b

E

l
= 0

Finally, the coefficient on êii?t−1 reads as

1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)(1− ρ)

f + ζρ(1− f)
− 1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)(1− ρ)

f + ζρ(1− f)
= 0

so that expression (F.10) reduces to

θ̃iit

{
−1− b

b

E

l

ρζγ

f

1− α1

ν2

ĉi?H,t

}
(F.11)
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Equivalently, collecting terms for θ̃ijt yields

θ̃ijt

{
ν2 − 1

ν2

E

C

κ

q
(1− γ)ρα1

(
ĉj?t − ĉi?t

)
− α1

ν2

1− b
b

E

l

ρζγ

f
ĉi?F,t

}
(F.12)

We now collect all terms for ẽiit

ẽiit

{
Γiie ê

ii?
t + Γii3 Γ4θ̂

ii?
t + Γeiieji ê

ji?
t + Γae(1− α1)âit −

E

C

ν2 − 1

ν2

[
1− α
Eα

− κ

q

]
(1− α1)ĉi?t −

E

C

ν2 − 1

ν2

κ

q
β(1− ρ)(1− α1)ĉi?t+1 +

1− b
b

E

l

(
1 + ζ

1− f
f

)(
1 +

1

ν1

l

1− l

)
(1− α1)l̂i?t −

1− b
b

E

l
β(1− ρ)ζ

1− f
f

(
1 +

1

ν1

l

1− l

)
(1− α1)l̂i?t+1

} (F.13)

From the efficiency condition with respect to Eii
t , approximated up to first order around

the efficient steady state, we have

Γiie
(1− α1)E

C

êii?t +
(1− α)2

Eα
âit − β(1− ρ)

κ

q

ν2 − 1

ν2

ĉi?t+1 +
1− b
b

C

l

(
1 + ζ

1− f
f

)(
1 +

1

ν1

l

1− l

)
l̂i?t −

β(1− ρ)
1− b
b

C

l
ζ

1− f
f

(
1 +

1

ν1

l

1− l

)
l̂i?t+1 +

Γii3 Γ4

(1− α1)E
C

θ̂ii?t +
Γeiieji

Eα
êji?t ={

1− b
b

C

l

(
1 + ζ

1− f
f

)
− 1

ν2

(
1− α
Eα

− κ

q

)
− β(1− ρ)

(
κ

q
+

1− b
b

C

l
ζ

1− f
f

)}
ĉi?t +

1

ν2

(
1− α
Eα

− κ

q

)
ĉi?H,t +

1

ν2

β(1− ρ)
κ

q
ĉi?H,t+1 − β(1− ρ)

κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ii?t+1 +

κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

f

f + ζρ(1− f)
(1− ρ)(1− f)êii?t−1 +

β(1− ρ)(1− f)
κ

q

1− γ
γ

1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êii?t+1

so that expression (F.13) can be rewritten as follows

ẽiit (1− α1)
E

C

{[
κ

q
(1− β(1− ρ))− 1− α

Eα
+

1− b
b

C

l

(
1 + ζ

1− f
f

(1− β(1− ρ))

)]
ĉi?t +

1

ν2

(
1− α
Eα

− κ

q

)
ĉi?H,t +

1

ν2

β(1− ρ)
κ

q
ĉi?H,t+1−

β(1− ρ)
κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ii?t+1+

κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

f

f + ζρ(1− f)
(1− ρ)(1− f)êii?t−1+

β(1− ρ)
κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êii?t+1

}
(F.14)
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The coefficient on ĉi?t is equal to zero according to steady-state condition (D.2). Ex-
pression (F.14) thus reduces to

ẽiit (1− α1)
E

C

{
1

ν2

(
1− α
Eα

− κ

q

)
ĉi?H,t +

1

ν2

β(1− ρ)
κ

q
ĉi?H,t+1−

β(1− ρ)
κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ii?t+1+

κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

f

f + ζρ(1− f)
(1− ρ)(1− f)êii?t−1+

β(1− ρ)
κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êii?t+1

}
(F.15)

Equivalently, collecting terms for ẽijt yields

ẽijt α1
E

C

{
1

ν2

(
1− α
Eα

− κ

q

)
ĉi?F,t +

1

ν2

β(1− ρ)
κ

q
ĉi?F,t+1−

β(1− ρ)
κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ij?t+1+

κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

α1

1− α1

f

f + ζρ(1− f)
(1− ρ)(1− f)êij?t−1+

β(1− ρ)
κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êij?t+1+

β(1− ρ)
κ

q

ν2 − 1

ν2

(
ĉi?t+1 − ĉ

j?
t+1

)
+
ν2 − 1

ν2

(
1− α
Eα

− κ

q

)(
ĉi?t − ĉ

j?
t

)}
(F.16)

Hence, we can rewrite the initial expression for A0 as follows
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A0 ≡ E0

∞∑
t=0

βt
{
θ̃iit

[
−1− b

b

E

l

ρζγ

f

1− α1

ν2
ĉi?H,t

]
+ θ̃jjt

[
−1− b

b

E

l

ρζγ

f

1− α1

ν2
ĉj?H,t

]
+

θ̃ijt

[
−E
C
ρ(1− γ)

κ

q

α1

ν2
ĉj?H,t

]
+ θ̃jit

[
−E
C
ρ(1− γ)

κ

q

α1

ν2
ĉi?H,t

]
+

ẽiit (1− α1)
E

C

[
1

ν2

(
1− α
Eα

− κ

q

)
ĉi?H,t +

1

ν2
β(1− ρ)

κ

q
ĉi?H,t+1

]
−

ẽiit (1− α1)
E

C

[
β(1− ρ)

κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ii?t+1

]
+

ẽiit (1− α1)
E

C

[
κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

f

f + ζρ(1− f)
(1− ρ)(1− f)êii?t−1

]
+

ẽiit (1− α1)
E

C

[
β(1− ρ)

κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êii?t+1

]
+

ẽjjt (1− α1)
E

C

[
1

ν2

(
1− α
Eα

− κ

q

)
ĉj?H,t +

1

ν2
β(1− ρ)

κ

q
ĉj?H,t+1

]
−

ẽjjt (1− α1)
E

C

[
β(1− ρ)

κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂jj?t+1

]
+

ẽjjt (1− α1)
E

C

[
κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

f

f + ζρ(1− f)
(1− ρ)(1− f)êjj?t−1

]
+

ẽjjt (1− α1)
E

C

[
β(1− ρ)

κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êjj?t+1

]
+

ẽijt α1
E

C

[
1

ν2

(
1− α
Eα

− κ

q

)
ĉj?H,t +

1

ν2
β(1− ρ)

κ

q
ĉj?H,t+1

]
−

ẽijt α1
E

C

[
β(1− ρ)

κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ij?t+1

]
+

ẽijt α1
E

C

[
κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

α1

1− α1

f

f + ζρ(1− f)
(1− ρ)(1− f)êij?t−1

]
+

ẽijt α1
E

C

[
β(1− ρ)

κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êij?t+1

]
+

ẽjit α1
E

C

[
1

ν2

(
1− α
Eα

− κ

q

)
ĉi?H,t +

1

ν2
β(1− ρ)

κ

q
ĉi?H,t+1

]
−

ẽjit α1
E

C

[
β(1− ρ)

κ

q
(1− γ)

1

ν1

ζρ(1− f)

f + ζρ(1− f)
θ̂ji?t+1

]
+

ẽjit α1
E

C

[
κ

q

1− γ
γ

(
1 + ζ

1− f
f

)
1

ν1

α1

1− α1

f

f + ζρ(1− f)
(1− ρ)(1− f)êji?t−1

]
+

ẽjit α1
E

C

[
β(1− ρ)

κ

q

1− γ
γ

(1− f)
1

ν1

f + ζ(1− f)

f + ζρ(1− f)
êji?t+1

]
+

ΓcH

(
c̃iH,tĉ

i?
H,t + c̃jH,tĉ

j?
H,t

)
+ ΓcF

(
c̃iF,tĉ

j?
H,t + c̃jF,tĉ

i?
H,t

)
−

Γii3 (1− ρ)
[
ẽiit−1θ̂

ii?
t + ẽjjt−1θ̂

jj?
t

]
− Γij3 (1− ρ)

[
ẽijt−1θ̂

ij?
t + ẽjit−1θ̂

ji?
t

]}

(F.17)
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Finally, collecting terms in ĉi?H,t, ĉ
j?
H,t, θ̂

ii?
t , θ̂jj?t , θ̂ij?t , θ̂ji?t , êii?t , êjj?t , êij?t , êji?t , it is easy

to see that A0 = 0. Therefore, a second-order approximation to the utility function
simply yields

W '1

2
E0

∞∑
t=0

βt
{

Γiie

[(
ẽiit
)2

+
(
ẽjjt
)2
]

+ Γije

[(
ẽijt
)2

+
(
ẽjit
)2
]

+

Γiiθ

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γijθ

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+ Γ∆

[
∆̃i
t + ∆̃j

t

]}
+

E0

∞∑
t=0

βt
{

Γii3

{
θ̃iit
[
ẽiit Γ4 − (1− ρ)ẽiit−1

]
+ θ̃jjt

[
ẽjjt Γ4 − (1− ρ)ẽjjt−1

]}
+

Γij3

{
θ̃ijt
[
ẽijt Γ4 − (1− ρ)ẽijt−1

]
+ θ̃jit

[
ẽjit Γ4 − (1− ρ)ẽjit−1

]}
+

Γeiieji
(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
+ t.i.p.

(F.18)

Recall that up to second order

∆i
t ≡

∫ 1

0

(
P i
H,t(l)

PH,t

)− ε
1−α

dl ≈ 1 +
1

2

ε

1− α
1− α + αε

1− α
V arl log

(
P i
H,t(l)

)
(F.19)

such that

∆̃i
t ≈

1

2

ε

1− α
1− α + αε

1− α
V arl log

(
P i
H,t(l)

)
(F.20)

From Woodford (2003) we know that

∞∑
t=0

βtV arl log
(
P i
H,t(l)

)
=
∞∑
t=0

βt
δ

(1− δ)(1− βδ)
(
π̂iH,t

)2
(F.21)

so that

∞∑
t=0

βtΓ∆∆̃i
t =

∞∑
t=0

βtΓπiH

(
π̂iH,t

)2
=
∞∑
t=0

βtΓπiH

(
π̃iH,t

)2
(F.22)

where

ΓπiH ≡ −
ε

λi
E1−α

C
= − ε

λi
Y

C
(F.23)

80



Finally, the laws of motion for each of the four types of employment allow to simplify
the cross-terms as follows

E0

∞∑
t=0

βt
{

Γii3 θ̃
ii
t

[
f

ζ(1− f)
ẽiit + ẽiit − (1− ρ)ẽiit−1

]
+ Γii3 θ̃

jj
t

[
f

ζ(1− f)
ẽjjt + ẽjjt − (1− ρ)ẽjjt−1

]
+

Γij3 θ̃
ij
t

[
f

ζ(1− f)
ẽijt + ẽijt − (1− ρ)ẽijt−1

]
+ Γij3 θ̃

ji
t

[
f

ζ(1− f)
ẽjit + ẽjit − (1− ρ)ẽjit−1

]
+

Γeiieji
(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
=

E0

∞∑
t=0

βt
{

Γii3 ργ

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γij3 ργ

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γ5f

ζ(1− f)

[
(1− α1)

(
θ̃iit ẽ

ii
t + θ̃jjt ẽ

jj
t

)
+ α1

(
θ̃ijt ẽ

ij
t + θ̃jit ẽ

ji
t

)]
+

Γ5ρ(1− α1)
[
ω̃it

(
θ̃iit − θ̃

ij
t

)
+ ω̃jt

(
θ̃jjt − θ̃

ji
t

)]
−

Γ5f(1− ρ)(1− α1)
[
(1− α1)

(
θ̃iit ẽ

ii
t−1 + θ̃jjt ẽ

jj
t−1

)
+ α1

(
θ̃iit ẽ

ij
t−1 + θ̃jjt ẽ

ji
t−1

)]
−

Γ5f(1− ρ)α1

[
(1− α1)

(
θ̃ijt ẽ

ii
t−1 + θ̃jit ẽ

jj
t−1

)
+ α1

(
θ̃ijt ẽ

ij
t−1 + θ̃jit ẽ

ji
t−1

)]
+

Γeiieji
(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
+ t.i.p.

(F.24)

where

Γ5 ≡ −
1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)
(F.25)

such that a second-order approximation to the utility function in the model with labor
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mobility reads as follows:

W '1

2
E0

∞∑
t=0

βt
{

Γiie

[(
ẽiit
)2

+
(
ẽjjt
)2
]

+ Γije

[(
ẽijt
)2

+
(
ẽjit
)2
]

+

Γθii

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γθij

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+ ΓπiH

(
π̃iH,t

)2
+ ΓπjH

(
π̃jH,t

)2
}

+

E0

∞∑
t=0

βtΓθe

{
(1− α1)

(
θ̃iit ẽ

ii
t + θ̃jjt ẽ

jj
t

)
+ α1

(
θ̃ijt ẽ

ij
t + θ̃jit ẽ

ji
t

)
+

(1− α1)
ζρ(1− f)

f

[
ω̃it

(
θ̃iit − θ̃

ij
t

)
+ ω̃jt

(
θ̃jjt − θ̃

ji
t

)]
−

ζ(1− ρ)(1− f)
[
(1− α1)2

(
θ̃iit ẽ

ii
t−1 + θ̃jjt ẽ

jj
t−1

)
+ α2

1

(
θ̃iit ẽ

ij
t−1 + θ̃jjt ẽ

ji
t−1

)]
−

ζ(1− ρ)(1− f)
[
α1(1− α1)

(
θ̃ijt ẽ

ii
t−1 + θ̃jit ẽ

jj
t−1 + θ̃ijt ẽ

ij
t−1 + θ̃jit ẽ

ji
t−1

)]
+

Γeiieji

Γθe

(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
+ t.i.p.

(F.26)

where

Γθii ≡ Γiiθ + 2Γii3 ργ = −E
C

κ

q
ρ(1− γ)(1− α1)

[
1− 1

ν1

γζρ (1− 2(1− f))

f + ζρ(1− f)

]
Γθij ≡ Γijθ + 2Γij3 ργ = −E

C

κ

q
ρ(1− γ)α1

[
1− 1

ν1

γζρ (1− 2(1− f))

f + ζρ(1− f)

]
Γθe ≡ − 1

ν1

E

C

κ

q

ρf(1− γ)

f + ζρ(1− f)

Appendix G. Optimal policy problem with mobility

While in the benchmark no-mobility version of our model a zero-inflation policy
implements the efficient allocation, the presence of a dynamic inefficiency related to
households migration decisions prevents this from happening in the full version of
our model. Moreover, allowing for bargaining shocks leads to an additional trade off
between labor market tightness and inflation that the monetary authority needs to
resolve. In what follows, we compute the optimal monetary policy for this general
case.

Appendix G.1. Optimal policy problem

The optimal policy problem that the monetary authority solves consists in maxi-
mizing (F.26), subject to the following set of constraints
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• Laws of motion for all four types of employment

• Household i’s Euler equation and international risk-sharing condition

• New Keynesian Phillips curve for both regions i and j

• Resource constraints for both regions i and j

• Migration decision for both regions i and j

• Total consumption aggregator for both regions i and j

• Relation between domestic consumption, aggregate consumption and relative
prices for both regions i and j

• Relation between domestic inflation rates and relative prices in both regions i
and j

Specifically, the central bank chooses the following sequence of variables{
π̃iH,t, π̃

j
H,t, c̃

i
t, c̃

j
t , r̃r

i
t, q̃t, θ̃

ii
t , θ̃

ij
t , θ̃

jj
t , θ̃

ji
t , ẽ

ii
t , ẽ

ij
t , ẽ

jj
t , ẽ

ji
t , l̃

i
t, l̃

j
t , ω̃

i
t, ω̃

j
t , c̃

i
H,t, c̃

j
H,t, c̃

i
F,t, c̃

j
F,t

}∞
t=0

so as to maximize union-wide welfare

W '1

2
E0

∞∑
t=0

βt
{

Γiie

[(
ẽiit
)2

+
(
ẽjjt
)2
]

+ Γije

[(
ẽijt
)2

+
(
ẽjit
)2
]

+

Γθii

[(
θ̃iit

)2

+
(
θ̃jjt

)2
]

+ Γθij

[(
θ̃ijt

)2

+
(
θ̃jit

)2
]

+

Γc

[(
c̃it
)2

+
(
c̃jt
)2
]

+ ΓcH

[(
c̃iH,t
)2

+
(
c̃jH,t
)2
]

+ ΓcF

[(
c̃iF,t
)2

+
(
c̃jF,t
)2
]

+

Γl

[(
l̃it

)2

+
(
l̃jt

)2
]

+ ΓπiH

(
π̃iH,t

)2
+ ΓπjH

(
π̃jH,t

)2
}

+

E0

∞∑
t=0

βtΓθe

{
(1− α1)

(
θ̃iit ẽ

ii
t + θ̃jjt ẽ

jj
t

)
+ α1

(
θ̃ijt ẽ

ij
t + θ̃jit ẽ

ji
t

)
+

(1− α1)
ζρ(1− f)

f

[
ω̃it

(
θ̃iit − θ̃

ij
t

)
+ ω̃jt

(
θ̃jjt − θ̃

ji
t

)]
−

ζ(1− ρ)(1− f)
[
(1− α1)2

(
θ̃iit ẽ

ii
t−1 + θ̃jjt ẽ

jj
t−1

)
+ α2

1

(
θ̃iit ẽ

ij
t−1 + θ̃jjt ẽ

ji
t−1

)]
−

ζ(1− ρ)(1− f)
[
α1(1− α1)

(
θ̃ijt ẽ

ii
t−1 + θ̃jit ẽ

jj
t−1 + θ̃ijt ẽ

ij
t−1 + θ̃jit ẽ

ji
t−1

)]
+

Γeiieji

Γθe

(
ẽiit ẽ

ji
t + ẽjjt ẽ

ij
t

)}
+ t.i.p.

subject to
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• λii1,t

θ̃iit =
ẽiit
ργ
− 1− ρ

ργ

[
(1− f(1− α1)) ẽiit−1 − fα1ẽ

ij
t−1

]
− ω̃it

γ
(G.1)

• λij1,t

θ̃ijt =
ẽijt
ργ
− 1− ρ

ργ

[
(1− fα1) ẽijt−1 − f(1− α1)ẽiit−1

]
+

1− α1

α1

ω̃it
γ

(G.2)

• λjj1,t

θ̃jjt =
ẽjjt
ργ
− 1− ρ

ργ

[
(1− f(1− α1)) ẽjjt−1 − fα1ẽ

ji
t−1

]
− ω̃jt

γ
(G.3)

• λji1,t

θ̃jit =
ẽjit
ργ
− 1− ρ

ργ

[
(1− fα1) ẽjit−1 − f(1− α1)ẽjjt−1

]
+

1− α1

α1

ω̃jt
γ

(G.4)

• λi2,t

c̃it = Et

{
c̃it+1

}
− r̃rit (G.5)

• λj2,t

q̃t = c̃it − c̃
j
t (G.6)
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• λi3,t

π̃iH,t =βEt

{
π̃iH,t+1

}
+ λi

Eα

1− α

[
κ

q

1− γ
γ

+
1

ν1

(1− ζ)
1− b
b

C

l

ζργ

f + ρζ(1− f)

]
θ̃iit

− λi Eα

1− α
β(1− ρ)

κ

q

1− γ
γ

(1− f)Et

{
θ̃iit+1

}
+ λi

Eα

1− α
β(1− ρ)

κ

qγ
[1− f(1− γ)] r̃rit

− λi Eα

1− α
β(1− ρ)

κ

qγ
[1− f(1− γ)]

1

ν2

Et

{
c̃it+1 − c̃iH,t+1

}
+ λi

Eα

1− α
(1− ζ)

1− b
b

C

l

[
c̃it − l̃it

(
1 +

1

ν1

l

1− l

)]
+ λi

Eα

1− α
κ

qγ

1

ν2

(
c̃it − c̃iH,t

)
+ λiαα1ẽ

ji
t

+ λi
Eα

1− α

[
α(1− α)(1− α1)

Eα
− 1

ν1

(1− ζ)
1− b
b

C

l

f + ζ(1− f)

f + ζρ(1− f)

]
ẽiit

+ λi
Eα

1− α
1

ν1

(1− ζ)
1− b
b

C

l

ζ(1− ρ)(1− f)

f + ρζ(1− f)
ẽiit−1

+ λi
α2

1− 2α2

q̃t − λi
Eα

1− α
κ

qγ2
[1− β(1− ρ)(1− f)] η̂it

(G.7)

• λj3,t

π̃jH,t =βEt

{
π̃jH,t+1

}
+ λj

Eα

1− α

[
κ

q

1− γ
γ

+
1

ν1

(1− ζ)
1− b
b

C

l

ζργ

f + ρζ(1− f)

]
θ̃jjt

− λj Eα

1− α
β(1− ρ)

κ

q

1− γ
γ

(1− f)Et

{
θ̃jjt+1

}
+ λj

Eα

1− α
β(1− ρ)

κ

qγ
[1− f(1− γ)]

(
r̃rit + q̃t − q̃t+1

)
− λj Eα

1− α
β(1− ρ)

κ

qγ
[1− f(1− γ)]

1

ν2

Et

{
c̃jt+1 − c̃

j
H,t+1

}
+ λj

Eα

1− α
(1− ζ)

1− b
b

C

l

[
c̃jt − l̃

j
t

(
1 +

1

ν1

l

1− l

)]
+ λj

Eα

1− α
κ

qγ

1

ν2

(
c̃jt − c̃

j
H,t

)
+ λjαα1ẽ

ij
t

+ λj
Eα

1− α

[
α(1− α)(1− α1)

Eα
− 1

ν1

(1− ζ)
1− b
b

C

l

f + ζ(1− f)

f + ζρ(1− f)

]
ẽjjt

+ λj
Eα

1− α
1

ν1

(1− ζ)
1− b
b

C

l

ζ(1− ρ)(1− f)

f + ρζ(1− f)
ẽjjt−1

− λj α2

1− 2α2

q̃t − λj
Eα

1− α
κ

qγ2
[1− β(1− ρ)(1− f)] η̂jt

(G.8)
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• λi4,t

(1− α2)c̃iH,t + α2c̃
j
F,t =

(
1− α
Eα

− κ

q

)
E

C
(1− α1)ẽiit +

(
1− α
Eα

− κ

q

)
E

C
α1ẽ

ji
t

− ρ(1− γ)
κ

q

E

C
(1− α1)θ̃iit − ρ(1− γ)

κ

q

E

C
α1θ̃

ji
t

+ (1− ρ)
κ

q

E

C
(1− α1)ẽiit−1 + (1− ρ)

κ

q

E

C
α1ẽ

ji
t−1

(G.9)

• λj4,t

(1− α2)c̃jH,t + α2c̃
i
F,t =

(
1− α
Eα

− κ

q

)
E

C
(1− α1)ẽjjt +

(
1− α
Eα

− κ

q

)
E

C
α1ẽ

ij
t

− ρ(1− γ)
κ

q

E

C
(1− α1)θ̃jjt − ρ(1− γ)

κ

q

E

C
α1θ̃

ij
t

+ (1− ρ)
κ

q

E

C
(1− α1)ẽjjt−1 + (1− ρ)

κ

q

E

C
α1ẽ

ij
t−1

(G.10)

• λi5,t

l̃it =− (1− α1)
E

l

(
1 + ζ

1− f
f

)
ẽiit − α1

E

l

(
1 + ζ

1− f
f

)
ẽijt

+ (1− α1)
E

l

ρζγ

f
θ̃iit + α1

E

l

ρζγ

f
θ̃ijt

+ (1− α1)
E

l
(1− ρ)ζ

1− f
f

ẽiit−1 + α1
E

l
(1− ρ)ζ

1− f
f

ẽijt−1

(G.11)

• λj5,t

l̃jt =− (1− α1)
E

l

(
1 + ζ

1− f
f

)
ẽjjt − α1

E

l

(
1 + ζ

1− f
f

)
ẽjit

+ (1− α1)
E

l

ρζγ

f
θ̃jjt + α1

E

l

ρζγ

f
θ̃jit

+ (1− α1)
E

l
(1− ρ)ζ

1− f
f

ẽjjt−1 + α1
E

l
(1− ρ)ζ

1− f
f

ẽjit−1

(G.12)

• λi6,t

α2

2α2 − 1
q̃t =

1

ν2

(
c̃it − c̃iH,t

)
(G.13)
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• λj6,t

− α2

2α2 − 1
q̃t =

1

ν2

(
c̃jt − c̃

j
H,t

)
(G.14)

• λi7,t

c̃it = (1− α2)c̃iH,t + α2c̃
i
F,t (G.15)

• λj7,t

c̃jt = (1− α2)c̃jH,t + α2c̃
j
F,t (G.16)

• λ8,t

q̃t = (1− 2α2)
(
π̃jH,t − π̃

i
H,t

)
+ q̃t−1 − q̂?t + q̂?t−1 (G.17)

• λi9,t

1

ν1

1− b
b

C

l

ζ

f

f + ζ(1− f)

f + ρζ(1− f)

(
ẽiit − ẽ

ij
t

)
− 1

ν1

1− b
b

C

l

ζ

f

ζ(1− ρ)(1− f)

f + ρζ(1− f)

(
ẽiit−1 − ẽ

ij
t−1

)
+

[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

](
θ̃iit − θ̃

ij
t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f − γ)

(
θ̃iit+1 − θ̃

ij
t+1

)
+

κ

qγ
(1− γ)

1

ν2

(
c̃it − c̃iH,t − c̃

j
t + c̃jH,t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f)

1

ν2

(
c̃it+1 − c̃iH,t+1 − c̃

j
t+1 + c̃jH,t+1

)
− κ

q
(1− γ)β(1− ρ)(1− f)

(
θ̂ii?t − θ̂

ij?
t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f − γ)

(
θ̂ii?t+1 − θ̂

ij?
t+1

)
− κ

qγ
(1− γ)β(1− ρ)(1− f)

1

ν2

(
ĉi?t+1 − ĉi?H,t+1 − ĉ

j?
t+1 + ĉj?H,t+1

)
− Γq (q̃t + q̂?t )−

κ

qγ
(1− γ)β(1− ρ)

(
q̃t+1 + q̂?t+1

)
− κ

qγ2
(1− β(1− ρ)(1− f))

(
η̂it − η̂

j
t

)
−
[

1

ν1

1− b
b

C

l

ζ

f

ζρ

f + ζρ(1− f)
+

κ

qγ
(1− γ)β(1− ρ)(1− f)

] (
τ̂ it − τ̂

j
t

)
+ β(1− ρ)(1− γ)

κ

qγ

(
τ̂ it+1 − τ̂

j
t+1

)
= 0

(G.18)
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• λj9,t
1

ν1

1− b
b

C

l

ζ

f

f + ζ(1− f)

f + ρζ(1− f)

(
ẽjjt − ẽ

ji
t

)
− 1

ν1

1− b
b

C

l

ζ

f

ζ(1− ρ)(1− f)

f + ρζ(1− f)

(
ẽjjt−1 − ẽ

ji
t−1

)
+

[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

](
θ̃jjt − θ̃

ji
t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f − γ)

(
θ̃jjt+1 − θ̃

ji
t+1

)
+

κ

qγ
(1− γ)

1

ν2

(
c̃jt − c̃

j
H,t − c̃

i
t + c̃iH,t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f)

1

ν2

(
c̃jt+1 − c̃

j
H,t+1 − c̃

i
t+1 + c̃iH,t+1

)
− κ

q
(1− γ)β(1− ρ)(1− f)

(
θ̂jj?t − θ̂

ji?
t

)
− κ

qγ
(1− γ)β(1− ρ)(1− f − γ)

(
θ̂jj?t+1 − θ̂

ji?
t+1

)
− κ

qγ
(1− γ)β(1− ρ)(1− f)

1

ν2

(
ĉj?t+1 − ĉ

j?
H,t+1 − ĉ

i?
t+1 + ĉi?H,t+1

)
+ Γq (q̃t + q̂?t ) +

κ

qγ
(1− γ)β(1− ρ)

(
q̃t+1 + q̂?t+1

)
− κ

qγ2
(1− β(1− ρ)(1− f))

(
η̂jt − η̂it

)
−
[

1

ν1

1− b
b

C

l

ζ

f

ζρ

f + ζρ(1− f)
+

κ

qγ
(1− γ)β(1− ρ)(1− f)

] (
τ̂ jt − τ̂ it

)
+ β(1− ρ)(1− γ)

κ

qγ

(
τ̂ jt+1 − τ̂ it+1

)
= 0

(G.19)

• λi10,t

ẽiit + α1

1−α1
ẽijt − (1− f)(1− ρ)

[
ẽiit−1 + α1

1−α1
ẽijt−1

]
− ργ

[
θ̃iit + α1

1−α1
θ̃ijt

]
= 0 (G.20)

• λj10,t

ẽjjt + α1

1−α1
ẽjit − (1− f)(1− ρ)

[
ẽjjt−1 + α1

1−α1
ẽjit−1

]
− ργ

[
θ̃jjt + α1

1−α1
θ̃jit

]
= 0 (G.21)

Appendix G.2. Optimality conditions

The first-order conditions of the optimal policy problem state as follows (terms in
red mark additional first-order conditions, or extra parts of given first-order conditions,
relative to the benchmark open-economy case without mobility)

• π̃iH,t:

− ε

λi
Y

C
π̃iH,t + λi3,t−1 − λi3,t − (1− 2α2)λ8,t = 0 (G.1)
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• π̃jH,t:

− ε

λj
Y

C
π̃jH,t + λj3,t−1 − λ

j
3,t + (1− 2α2)λ8,t = 0 (G.2)

• c̃it:

1− ν2

ν2

c̃it − λi2,t +
λi2,t−1

β
+ λj2,t + λi

Eα

1− α
(1− ζ)

1− b
b

C

l
λi3,t+

Eα

1− α
κ

qγ

λi

ν2

[
λi3,t − λi3,t−1(1− ρ) (1− f(1− γ))

]
+
λi6,t
ν2

− λi7,t+

1

ν2

κ

qγ
(1− γ)

(
λi9,t − λi9,t−1(1− ρ)(1− f)

)
−

1

ν2

κ

qγ
(1− γ)

(
λj9,t − λ

j
9,t−1(1− ρ)(1− f)

)
= 0

(G.3)

• c̃jt :

1− ν2

ν2

c̃jt − λ
j
2,t + λj

Eα

1− α
(1− ζ)

1− b
b

C

l
λj3,t+

Eα

1− α
κ

qγ

λj

ν2

[
λj3,t − λ

j
3,t−1(1− ρ) (1− f(1− γ))

]
+
λj6,t
ν2

− λj7,t+

1

ν2

κ

qγ
(1− γ)

(
λj9,t − λ

j
9,t−1(1− ρ)(1− f)

)
−

1

ν2

κ

qγ
(1− γ)

(
λi9,t − λi9,t−1(1− ρ)(1− f)

)
= 0

(G.4)

• r̃rit:

−λi2,t +
Eα

1− α
κ

qγ
β(1− ρ) [1− f(1− γ)]

[
λiλi3,t + λjλj3,t

]
= 0 (G.5)

• q̃t:

− λj2,t +
α2

1− 2α2

[
λiλi3,t − λjλ

j
3,t

]
− λj Eα

1− α
κ

qγ
(1− ρ) [1− f(1− γ)]

[
λj3,t−1 − βλ

j
3,t

]
− α2

2α2 − 1

(
λi6,t − λ

j
6,t

)
− λ8,t + βλ8,t+1

−Γqλ
i
9,t −

κ

qγ
(1− γ)(1− ρ)λi9,t−1 + Γqλ

j
9,t +

κ

qγ
(1− γ)(1− ρ)λj9,t−1 = 0

(G.6)

89



• θ̃iit :

− (1− α1)
E

C

κ

q
(1− γ)ρ

[
1− 1

ν1

γζρ(1− 2(1− f))

f + ζρ(1− f)

]
θ̃iit − λii1,t

−
[

1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]{
fẽiit

ζ(1− f)
+ ρω̃it − f(1− ρ)

[
(1− α1)ẽiit−1 + α1ẽ

ij
t−1

]}
+ λi

Eα

1− α

[
λi3,t

(
κ

q

1− γ
γ

+
1− ζ
ν1

1− b
b

C

l

ζργ

f + ζρ(1− f)

)
− λi3,t−1

κ

q

1− γ
γ

(1− ρ)(1− f)

]
− λi4,tρ(1− γ)

κ

q

E

C
(1− α1) + λi5,t

ρζγ

f

E

l
(1− α1)

+ λi9,t

[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

]
− λi9,t−1

κ

qγ
(1− γ)(1− ρ)(1− f − γ)− λi10,tργ = 0

(G.7)

• θ̃ijt :

− α1
E

C

κ

q
(1− γ)ρ

[
1− 1

ν1

γζρ(1− 2(1− f))

f + ζρ(1− f)

]
θ̃ijt − λ

ij
1,t

−
[
α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]{
fẽijt

ζ(1− f)
+

1− α1

α1
ρω̃it − f(1− ρ)

[
(1− α1)ẽiit−1 + α1ẽ

ij
t−1

]}

− λj4,tρ(1− γ)
κ

q

E

C
α1 + λi5,t

ρζγ

f

E

l
α1

− λi9,t
[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

]
+ λi9,t−1

κ

qγ
(1− γ)(1− ρ)(1− f − γ)− λi10,tργ

α1

1− α1
= 0

(G.8)

• θ̃jjt :

− (1− α1)
E

C

κ

q
(1− γ)ρ

[
1− 1

ν1

γζρ(1− 2(1− f))

f + ζρ(1− f)

]
θ̃jjt − λ

jj
1,t

−
[

1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]{
fẽjjt

ζ(1− f)
+ ρω̃jt − f(1− ρ)

[
(1− α1)ẽjjt−1 + α1ẽ

ji
t−1

]}

+ λj
Eα

1− α

[
λj3,t

(
κ

q

1− γ
γ

+
1− ζ
ν1

1− b
b

C

l

ζργ

f + ζρ(1− f)

)
− λj3,t−1

κ

q

1− γ
γ

(1− ρ)(1− f)

]
− λj4,tρ(1− γ)

κ

q

E

C
(1− α1) + λj5,t

ρζγ

f

E

l
(1− α1)

+ λj9,t

[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

]
− λj9,t−1

κ

qγ
(1− γ)(1− ρ)(1− f − γ)− λj10,tργ = 0

(G.9)
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• θ̃jit :

− α1
E

C

κ

q
(1− γ)ρ

[
1− 1

ν1

γζρ(1− 2(1− f))

f + ζρ(1− f)

]
θ̃jit − λ

ji
1,t

−
[
α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]{
fẽjit

ζ(1− f)
+

1− α1

α1
ρω̃jt − f(1− ρ)

[
(1− α1)ẽjjt−1 + α1ẽ

ji
t−1

]}

− λi4,tρ(1− γ)
κ

q

E

C
α1 + λj5,t

ρζγ

f

E

l
α1

− λj9,t
[
κ

qγ
(1− γ) (1− β(1− ρ)(1− f)γ)− 1

ν1

1− b
b

C

l

ζ

f

ζργ

f + ρζ(1− f)

]
+ λj9,t−1

κ

qγ
(1− γ)(1− ρ)(1− f − γ)− λj10,tργ

α1

1− α1
= 0

(G.10)

• ẽiit :

Γiie ẽ
ii
t + Γeiieji ẽ

ji
t + Γθe

f(1− α1)

ζ(1− f)
θ̃iit − βΓθef(1− ρ)(1− α1)

[
(1− α1)θ̃iit+1 + α1θ̃

ij
t+1

]
+
λii1,t
ργ
− β 1− ρ

ργ

[
λii1,t+1 (1− f(1− α1))− λij1,t+1f(1− α1)

]
+ λi

Eα

1− α
λi3,t

(
α(1− α)(1− α1)

Eα
− 1− b

b

C

l

1− ζ
ν1

f + ζ(1− f)

f + ζρ(1− f)

)
+ λi

Eα

1− α
βλi3,t+1

1− b
b

C

l

1− ζ
ν1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

+ λi4,t

(
1− α
Eα

− κ

q

)
E

C
(1− α1) + λi4,t+1β(1− ρ)

κ

q

E

C
(1− α1)

− λi5,t
E

l
(1− α1)

(
1 + ζ

1− f
f

)
+ λi5,t+1β(1− ρ)ζ

1− f
f

E

l
(1− α1)

+
1

ν1

1− b
b

C

l

ζ

f

[
λi9,t

f + ζ(1− f)

f + ζρ(1− f)
− βλi9,t+1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

]
+ λi10,t − βλi10,t+1(1− f)(1− ρ) = 0

(G.11)
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• ẽijt :

Γije ẽ
ij
t + Γeiieji ẽ

jj
t + Γθe

fα1

ζ(1− f)
θ̃ijt − βΓθef(1− ρ)α1

[
(1− α1)θ̃iit+1 + α1θ̃

ij
t+1

]
+
λij1,t
ργ
− β 1− ρ

ργ

[
λij1,t+1 (1− fα1)− λii1,t+1fα1

]
+ λj3,tλ

jαα1

+ λj4,t

(
1− α
Eα

− κ

q

)
E

C
α1 + λj4,t+1β(1− ρ)

κ

q

E

C
α1

− λi5,t
E

l
α1

(
1 + ζ

1− f
f

)
+ λi5,t+1β(1− ρ)ζ

1− f
f

E

l
α1

− 1

ν1

1− b
b

C

l

ζ

f

[
λi9,t

f + ζ(1− f)

f + ζρ(1− f)
− βλi9,t+1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

]
+ λi10,t

α1

1− α1
− βλi10,t+1(1− f)(1− ρ)

α1

1− α1
= 0

(G.12)

• ẽjjt :

Γjje ẽ
jj
t + Γeiieji ẽ

ij
t + Γθe

f(1− α1)

ζ(1− f)
θ̃jjt − βΓθef(1− ρ)(1− α1)

[
(1− α1)θ̃jjt+1 + α1θ̃

ji
t+1

]
+
λjj1,t
ργ
− β 1− ρ

ργ

[
λjj1,t+1 (1− f(1− α1))− λji1,t+1f(1− α1)

]
+ λj

Eα

1− α
λj3,t

(
α(1− α)(1− α1)

Eα
− 1− b

b

C

l

1− ζ
ν1

f + ζ(1− f)

f + ζρ(1− f)

)
+ λj

Eα

1− α
βλj3,t+1

1− b
b

C

l

1− ζ
ν1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

+ λj4,t

(
1− α
Eα

− κ

q

)
E

C
(1− α1) + λj4,t+1β(1− ρ)

κ

q

E

C
(1− α1)

− λj5,t
E

l
(1− α1)

(
1 + ζ

1− f
f

)
+ λj5,t+1β(1− ρ)ζ

1− f
f

E

l
(1− α1)

+
1

ν1

1− b
b

C

l

ζ

f

[
λj9,t

f + ζ(1− f)

f + ζρ(1− f)
− βλj9,t+1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

]
+ λj10,t − βλ

j
10,t+1(1− f)(1− ρ) = 0

(G.13)
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• ẽjit :

Γjie ẽ
ji
t + Γeiieji ẽ

ii
t + Γθe

fα1

ζ(1− f)
θ̃jit − βΓθef(1− ρ)α1

[
(1− α1)θ̃jjt+1 + α1θ̃

ji
t+1

]
+
λji1,t
ργ
− β 1− ρ

ργ

[
λji1,t+1 (1− fα1)− λjj1,t+1fα1

]
+ λi3,tλ

iαα1

+ λi4,t

(
1− α
Eα

− κ

q

)
E

C
α1 + λi4,t+1β(1− ρ)

κ

q

E

C
α1

− λj5,t
E

l
α1

(
1 + ζ

1− f
f

)
+ λj5,t+1β(1− ρ)ζ

1− f
f

E

l
α1

− 1

ν1

1− b
b

C

l

ζ

f

[
λj9,t

f + ζ(1− f)

f + ζρ(1− f)
− βλj9,t+1

ζ(1− ρ)(1− f)

f + ζρ(1− f)

]
+ λj10,t

α1

1− α1
− βλj10,t+1(1− f)(1− ρ)

α1

1− α1
= 0

(G.14)

• l̃it:

−1− b
b

(
1 +

1

ν1

l

1− l

)
l̃it − λi3,tλi

Eα

1− α
(1− ζ)

1− b
b

C

l

(
1 +

1

ν1

l

1− l

)
− λi5,t = 0 (G.15)

• l̃jt :

−1− b
b

(
1 +

1

ν1

l

1− l

)
l̃jt − λ

j
3,tλ

j Eα

1− α
(1− ζ)

1− b
b

C

l

(
1 +

1

ν1

l

1− l

)
− λj5,t = 0 (G.16)

• ω̃it:

−
[

1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]
ρ
(
θ̃iit − θ̃

ij
t

)
−
λii1,t
γ

+
λij1,t
γ

1− α1

α1

= 0 (G.17)

• ω̃jt :

−
[

1− α1

ν1

E

C

κ

q

ρζ(1− f)(1− γ)

f + ζρ(1− f)

]
ρ
(
θ̃jjt − θ̃

ji
t

)
−
λjj1,t
γ

+
λji1,t
γ

1− α1

α1

= 0 (G.18)

• c̃iH,t:

− 1− α2

ν2

c̃iH,t +
Eα

1− α
κ

qγ

λi

ν2

[
λi3,t−1(1− ρ) (1− f(1− γ))− λi3,t

]
− λi4,t(1− α2)−

λi6,t
ν2

+ λi7,t(1− α2)

− 1

ν2

κ

qγ
(1− γ)

(
λi9,t − λi9,t−1(1− ρ)(1− f)

)
+

1

ν2

κ

qγ
(1− γ)

(
λj9,t − λ

j
9,t−1(1− ρ)(1− f)

)
= 0

(G.19)
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• c̃jH,t:

− 1− α2

ν2

c̃jH,t +
Eα

1− α
κ

qγ

λj

ν2

[
λj3,t−1(1− ρ) (1− f(1− γ))− λj3,t

]
− λj4,t(1− α2)−

λj6,t
ν2

+ λj7,t(1− α2)

− 1

ν2

κ

qγ
(1− γ)

(
λj9,t − λ

j
9,t−1(1− ρ)(1− f)

)
+

1

ν2

κ

qγ
(1− γ)

(
λi9,t − λi9,t−1(1− ρ)(1− f)

)
= 0

(G.20)

• c̃iF,t:

−α2

ν2

c̃iF,t − λ
j
4,tα2 + λi7,tα2 = 0 (G.21)

• c̃jF,t:

−α2

ν2

c̃jF,t − λ
i
4,tα2 + λj7,tα2 = 0 (G.22)

We thus have a system of 21 constraints and 22 first-order conditions solving for 22
endogenous variables and 21 Lagrange multipliers. In addition, the first-order approx-
imation of the efficient allocation is defined as follows

1.

l̂i?t = −E
l

[
(1− α1)êii?t + α1ê

ij?
t

]
− ζ

1− ζ
[
(1− α1)ûii?t + α1û

ij?
t

]
(G.23)

2.

l̂j?t = −E
l

[
(1− α1)êjj?t + α1ê

ji?
t

]
− ζ

1− ζ
[
(1− α1)ûjj?t + α1û

ji?
t

]
(G.24)

3.

ĉi?t = (1− α2)ĉi?H,t + α2ĉ
i?
F,t (G.25)

4.

ĉj?t = (1− α2)ĉj?H,t + α2ĉ
j?
F,t (G.26)

5.

ŷi?t = (1− α)
(
âit + êi?t

)
= (1− α)

[
âit + (1− α1)êii?t + α1ê

ji?
t

]
(G.27)
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6.

ŷj?t = (1− α)
(
âjt + êj?t

)
= (1− α)

[
âjt + (1− α1)êjj?t + α1ê

ij?
t

]
(G.28)

7.

êi?t = (1− α1)êii?t + α1ê
ji?
t (G.29)

8.

êj?t = (1− α1)êjj?t + α1ê
ij?
t (G.30)

9.

q̂ii?t = (γ − 1)θ̂ii?t + τ̂ it (G.31)

10.

q̂ij?t = (γ − 1)θ̂ij?t + τ̂ jt (G.32)

11.

q̂jj?t = (γ − 1)θ̂jj?t + τ̂ jt (G.33)

12.

q̂ji?t = (γ − 1)θ̂ji?t + τ̂ it (G.34)

13.

f̂ ii?t = γθ̂ii?t + τ̂ it (G.35)

14.

f̂ ij?t = γθ̂ij?t + τ̂ jt (G.36)

15.

f̂ jj?t = γθ̂jj?t + τ̂ jt (G.37)

16.

f̂ ji?t = γθ̂ji?t + τ̂ it (G.38)

17.

êii?t = (1− ρ)êii?t−1 + ρ
(
ŝii?t + f̂ ii?t

)
(G.39)
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18.

êij?t = (1− ρ)êij?t−1 + ρ
(
ŝij?t + f̂ ij?t

)
(G.40)

19.

êjj?t = (1− ρ)êjj?t−1 + ρ
(
ŝjj?t + f̂ jj?t

)
(G.41)

20.

êji?t = (1− ρ)êji?t−1 + ρ
(
ŝji?t + f̂ ji?t

)
(G.42)

21.

ûii?t = ŝii?t −
f

1− f
f̂ ii?t (G.43)

22.

ûij?t = ŝij?t −
f

1− f
f̂ ij?t (G.44)

23.

ûjj?t = ŝjj?t −
f

1− f
f̂ jj?t (G.45)

24.

ûji?t = ŝji?t −
f

1− f
f̂ ji?t (G.46)

25.

ŷi?t =
C

Y

{
(1− α2)ĉi?H,t + α2ĉ

j?
F,t +

κ

q

E

C

[
ρ(1− γ)θ̂i?t + êi?t − (1− ρ)êi?t−1

]}
=

C

Y

{
(1− α2)ĉi?H,t + α2ĉ

j?
F,t +

κ

q

E

C
ρ(1− γ)

(
(1− α1)θ̂ii?t + α1θ̂

ji?
t

)
+
κ

q

E

C

(
(1− α1)êii?t + α1ê

ji?
t

)
− κ

q

E

C
(1− ρ)

(
(1− α1)êii?t−1 + α1ê

ji?
t−1

)}
26.

ŷj?t = =
C

Y

{
(1− α2)ĉj?H,t + α2ĉ

i?
F,t +

κ

q

E

C

[
ρ(1− γ)θ̂j?t + êj?t − (1− ρ)êj?t−1

]}
=

C

Y

{
(1− α2)ĉj?H,t + α2ĉ

i?
F,t +

κ

q

E

C
ρ(1− γ)

(
(1− α1)θ̂jj?t + α1θ̂

ij?
t

)
+
κ

q

E

C

(
(1− α1)êjj?t + α1ê

ij?
t

)
− κ

q

E

C
(1− ρ)

(
(1− α1)êjj?t−1 + α1ê

ij?
t−1

)}
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27.

ŝij?t = −(1− ρ)f

ρ

1− α1

α1

êii?t−1 −
(1− ρ)f

ρ
êij?t−1 −

1− α1

α1

ŝii?t (G.47)

28.

ŝji?t = −(1− ρ)f

ρ

1− α1

α1

êjj?t−1 −
(1− ρ)f

ρ
êji?t−1 −

1− α1

α1

ŝjj?t (G.48)

29.

ĉi?H,t − ĉ
j?
F,t = ν2

(
ẑit − ẑ

j
t

)
+ (1− ν2)

(
ĉi?t − ĉ

j?
t

)
(G.49)

30.

ĉj?H,t − ĉ
i?
F,t = ν2

(
ẑjt − ẑit

)
+ (1− ν2)

(
ĉj?t − ĉi?t

)
(G.50)

31.

1− b
b

C

l
(1− ζ)

[
ĉi?t − l̂i?t

(
1 +

1

ν1

l

1− l

)
− 1

ν1
L̂ii?t − ẑit

]
=(

1− α
Eα

− κ

qγ

)
1

ν2

(
ĉi?t − ĉi?H,t

)
+

1− α
Eα

ŷi?t −
1− α
Eα

[
(1− α1)êii?t + α1ê

ji?
t

]
− κ

qγ
q̂ii?t +

β(1− ρ)
κ

q

1− (1− γ)f

γ

[
ĉi?t − ĉi?t+1 − ẑit + ẑit+1 +

1

ν2

(
ĉi?t+1 − ĉi?H,t+1

)]
+

β(1− ρ)
κ

qγ
(1− γ)(1− f)θ̂ii?t+1

(G.51)

32.

1− b
b

C

l
(1− ζ)

[
ĉj?t − l̂

j?
t

(
1 +

1

ν1

l

1− l

)
− 1

ν1
L̂jj?t − ẑ

j
t

]
=(

1− α
Eα

− κ

qγ

)
1

ν2

(
ĉj?t − ĉ

j?
H,t

)
+

1− α
Eα

ŷj?t −
1− α
Eα

[
(1− α1)êjj?t + α1ê

ij?
t

]
− κ

qγ
q̂jj?t +

β(1− ρ)
κ

q

1− (1− γ)f

γ

[
ĉj?t − ĉ

j?
t+1 − ẑ

j
t + ẑjt+1 +

1

ν2

(
ĉj?t+1 − ĉ

j?
H,t+1

)]
+

β(1− ρ)
κ

qγ
(1− γ)(1− f)θ̂jj?t+1

(G.52)

33.

1− b
b

C

l
(1− ζ)

[
ĉi?t − l̂i?t

(
1 +

1

ν1

l

1− l

)
− 1

ν1
L̂ij?t − ẑit

]
=(

1− α
Eα

− κ

qγ

)
1

ν2

(
ĉi?t − ĉi?F,t

)
+

1− α
Eα

ŷj?t −
1− α
Eα

[
(1− α1)êjj?t + α1ê

ij?
t

]
− κ

qγ
q̂ij?t +

β(1− ρ)
κ

q

1− (1− γ)f

γ

[
ĉi?t − ĉi?t+1 − ẑit + ẑit+1 +

1

ν2

(
ĉi?t+1 − ĉi?F,t+1

)]
+

β(1− ρ)
κ

qγ
(1− γ)(1− f)θ̂ij?t+1

(G.53)
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34.

1− b
b

C

l
(1− ζ)

[
ĉj?t − l̂

j?
t

(
1 +

1

ν1

l

1− l

)
− 1

ν1
L̂ji?t − ẑ

j
t

]
=(

1− α
Eα

− κ

qγ

)
1

ν2

(
ĉj?t − ĉ

j?
F,t

)
+

1− α
Eα

ŷi?t −
1− α
Eα

[
(1− α1)êii?t + α1ê

ji?
t

]
− κ

qγ
q̂ji?t +

β(1− ρ)
κ

q

1− (1− γ)f

γ

[
ĉj?t − ĉ

j?
t+1 − ẑ

j
t + ẑjt+1 +

1

ν2

(
ĉj?t+1 − ĉ

j?
F,t+1

)]
+

β(1− ρ)
κ

qγ
(1− γ)(1− f)θ̂ji?t+1

(G.54)

35.

L̂ii?t =
f + ζ(1− f)

f + ρζ(1− f)
êii?t −

ζ(1− ρ)(1− f)

f + ρζ(1− f)
êii?t−1 −

ζργ

f + ρζ(1− f)
θ̂ii?t −

ζρ

f + ζρ(1− f)
ω̂it (G.55)

36.

L̂ij?t =
f + ζ(1− f)

f + ρζ(1− f)
êij?t −

ζ(1− ρ)(1− f)

f + ρζ(1− f)
êij?t−1 −

ζργ

f + ρζ(1− f)
θ̂ij?t −

ζρ

f + ζρ(1− f)
ω̂jt (G.56)

37.

L̂jj?t =
f + ζ(1− f)

f + ρζ(1− f)
êjj?t −

ζ(1− ρ)(1− f)

f + ρζ(1− f)
êjj?t−1 −

ζργ

f + ρζ(1− f)
θ̂jj?t − ζρ

f + ζρ(1− f)
ω̂jt (G.57)

38.

L̂ji?t =
f + ζ(1− f)

f + ρζ(1− f)
êji?t −

ζ(1− ρ)(1− f)

f + ρζ(1− f)
êji?t−1 −

ζργ

f + ρζ(1− f)
θ̂ji?t −

ζρ

f + ζρ(1− f)
ω̂it (G.58)

39.

1

ν1

(
L̂ii?t − L̂

ij?
t

)
+
(
θ̂ii?t − θ̂

ij?
t

)
+

1

ν2

(
ĉi?t − ĉi?H,t − ĉ

j?
t + ĉj?H,t

)
= 0 (G.59)

40.

1

ν1

(
L̂jj?t − L̂

ji?
t

)
+
(
θ̂jj?t − θ̂

ji?
t

)
+

1

ν2

(
ĉj?t − ĉ

j?
H,t − ĉ

i?
t + ĉi?H,t

)
= 0 (G.60)

41.

q̂?t =
2α2 − 1

α2

1

ν2

(
ĉi?t − ĉi?H,t

)
(G.61)
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