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1 Introduction 

Model families from statistical learning,1 like support vector machines, tree ensembles, and 

artificial neural networks, often excel in the accuracy of their predictions compared to more 

conventional approaches (Fernandez-Delgado (2014)). This is because these models are uni-

versal function approximators. Given sufficient training data, these models learn a large set 

of target functions arbitrarily well under suitable conditions. 

However, this model flexibility comes at the cost of transparency due to their generally non-

parametric structure.2 Standard statistical inference, such as the testing of hypothesis and 

the construction of confidence intervals is mostly not possible for these models. Given that 

models like artificial neural networks form the backbone of recent advances in artificial intel-

ligence or AI (Goodfellow et al. (2016)) and, thus, are at the forefront of fast technological 

change, this is a considerable concern not only from a technical, but also from ethical, legal 

or economic perspectives. 

This paper aims to address this gap by combining insights from statistical learning, game 

theory and parametric inference. The property of universal function approximation, or (er-

ror) consistency, is the foundation we build on. Based on this, a central theme will be the 

conditions and by which means we achieve (estimation) consistency. 

The idea presented in this paper is simple. Conventional inference is achieved by trans-

forming a general model into something familiar, namely, parametric inference in a linear 

regression setting. The resulting problem of the right transformation is addressed by ex-

ploiting an established analogy between cooperative game theory and supervised problems 

in statistical learning (Strumbelj and Kononenko, 2010). The predictions of a model are 

decomposed into an exact Shapley-Taylor expansion (Agarwal et al. (2019)) making well-

defined attribution to individual variables and higher-order interactions. The space of this 

decomposition is linear by construction, meaning we can use it as a transformed inputs, or 

generated regressors (Pagan (1984)), for a surrogate linear model. 

The main questions are then the interpretation of such inference, the conditions under which 

it is valid, how to implement it in practice and its relations to previously proposed parameter 

estimation techniques in a machine learning context. 

Previous work addressing the problem of inference using machine learning models mostly 

focused on estimating single quantities of interest in a high-dimensional setting, such as treat-

ment effects in randomised experiments with potentially many covariates Athey and Imbens 

(2016); Chernozhukov et al. (2018). The advantage of using machine learning techniques in 

these settings is their effectiveness of dealing with high-dimensional nuisance parameters and 

unknown heterogeneity. Our approach generalises this work to the estimation of nonlinear 

effects of a single or multiple variables, e.g. a priori unknown higher-order terms and inter-

1Often referred to as “machine learning”, which is the popular phrase nowadays. We will use the two 

terms exchangably. 
2We recognise that models like artificial neural networks are parametric. However, these parameters do 

not have identifying properties, i.e. are not unique for describing a data generating process. Hence, we group 

them with other nonparametric function approximators, like tree models. See also below. 
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actions. Such effects are captured by the corresponding Shapley components. The standard 

way of communicating results, e.g. via regression coefficients breaks down in this context 

and we introduce summary statistics which allow for a similar presentation of results while 

also accounting for increased model complexity. 

The current work is complemented by Chernozhukov et al. (2017) for cases where machine 

learning models may not converge due to known impossibilities in nonparametric inference 

(Stone, 1982). More generally, the presented Shapley regression approach aims at reconciling 

Breiman’s ‘two cultures’ (Breiman, 2001) by allowing statistical inference without having to 

assume a stochastic model of the data. 

The main concern for the validity of this inference form machine learning models is the 

often slow convergence of these models, leading to potentially inconsistent estimators. As 

we will show, this can be addressed by the use of cross-fitting and variational estimation 

and inference methods (VEIN, Chernozhukov et al. (2017)). The estimation of a machine 

learning model is based on a training sample, while ex post statistical inference is based on 

an independent test sample. Sub-optimal convergence rates in the first step can be countered 

by an appropriate ratio between training and test samples sizes with the former being pro-

portionally larger than the latter. This procedure is well suited for cross-fitting, whereby the 

training and test samples are rotated across several folds, such that statistical inference can 

be performed on the full dataset. Quantities of interest, such as coefficients and confidence 

intervals are now random variables themselves with a sampling distribution across folds. To 

obtain obtain point estimates, the median of the respective quantity is taken according to 

VEIN while adjusting the confidence level accordingly. 

To best of our knowledge, the presented approach is the first which allows to statistically 

assess the learning process of generally unknown data-generating processes going beyond 

empirical risk minimisation. By extracting variable Shapley attributions, we can evaluate 

learned functional forms of a model without having to specify them ex ante. For this, we 

introduce the concept of robust component estimation which quantifies the sample size de-

pendent learning bias of single variables or functions thereof. These estimates can be used 

to extend the concept of estimation bias from individual coefficients or parameters to a wide 

range of functional forms. Hence, we can quantify the statistical learning process of a model 

in greater detail as previously possible. This may have important implications for the em-

pirical and theoretical study of learning problems. 

We test the proposed framework using numerical and empirical case studies of randomised 

experiments. We quantify the sample size dependent convergence of popular off-the-shelf 

machine learning models when estimating heterogeneous effects in the treated population. 

We derive several quantities of interest in this context. In particular, a generic treatment 

function allows to evaluate main treatment and higher-order interaction effects, both of which 

can be of unknown functional forms and do not need to be specified explicitly. This may 

be helpful to address challenges brought forward against randomised experiments and the 

generalisation of their findings (Deaton and Cartwright, 2018), e.g. by identifying and quan-
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tifying potentially complex treatment channels. The results from both applications show 

that universal approximators can learn complex treatment effects well. However, there are 

substantial differences between models in their ability to do so. Importantly, it mostly is not 

possible to assess these differences from first principles prior to an analysis. The proposed 

inference framework allows to quantify model differences to allow for robust inference and 

model selection. 

The remainder of this paper is structured as follows. Section 2 introduces the notation, 

and main components from statistical learning and game theory needed. Section 3 states 

and discusses the main results. Section 4 discusses estimator properties based on univer-

sal approximators. Section 5 connects the Shapley regression framework to the estimation 

of treatment effects in randomised experiments and presents numerical and empirical case 

studies. Section 6 concludes. The literature is discussed together with the main results. An 

inference recipe, figures, tables and proofs are in the Appendix. 

2 Methodological background 

2.1 Notation and definitions 

This paper considers the common case of an observed target 

y ≡ f(x; β) + σ , (1) 

which we would like to model. Here, f : D ⊂ Rn 7→ T ⊂ Rq is the data generating process 

(DGP) of interest. It has domain D and maps into the finite target space T with probabil-

ity law P , is p-times differentiable and piecewise continuous, and σ is an irreducible noise 

component with finite variance. We only consider the case q = 1, the extension to q > 1 is 

straightforward. The vector β ∈ Rn0 describes the parameterisation of the DGP, which we 

are usually interested in studying. 

The data x ∈ Rm×n with n being the number of features or variables and m the number 

of observations. The data is assumed to consist of independent and identically distributed 

samples from the population generated by f . Note that we make no distributional assump-

tion P (x) or P (y) apart from boundedness. 
0The nonparametric model ŷ = f̂(x; θ) : D ⊂ Rn 7→ T ⊂ Rq with θ ∈ Rq0 , where q → ∞ 

as m → ∞ is allowed. It represents our machine learning models of interest, such as artifi-

cial neural networks (ANN), support vector machines (SVM), or random forests (RF). The 

main difference between the sets of parameters β and θ is that the former identify the DGP, 

while the latter may be degenerate in the sense that different configurations of θ (number 

and values) can describe the same model.3 The model parameters θ are also slightly differ-

ent to their usage in semi-parametric statistics, where θ often describes a high-dimensional 

3Strictly speaking, models like ANN and SVM are parametric opposed to, say, tree-based models. How-

ever, we refer to them as nonparametric too as single parameters do not have intrinsic meaning compared 

to the structural parameters β. 
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nuisance parameter, which may be present or not. The paper focuses on a cross-sectional 

setting. However, most concepts apply analogously to dynamic settings for which we will 

make references as needed. 

The used index convention is that i, j ∈ {1, . . . ,m} refer to individual observations (rows 
of x) and k, l ∈ {1, . . . , n} to variable dimensions (columns of x). No index refers to the 

whole dataset x ∈ Rm×n . Super-scripts S refer to “Shapley-related” quantities which will 

be clear from the context. Estimated quantities are hatted, except decompositions Φ/φ for 

simplicity. Primed inputs, e.g. x0 refer to variable sets or elements thereof. We refrain from 

using set braces for a simplified notation, which will be clear from the context. 

2.2 Learning theory 

Statistical learning theory4 addresses the general problem of approximating f from a finite � � 
sample x. This can be formalised by taking an appropriate loss L y, f̂(x, θ) minimising 

the risk functional Z � � 
R(θ) = L y, f̂(x, θ) dP (x, y) , (2) 

over the unknown probability measure P (x, y) = P (x)P (y|x). This is achieved by minimising 

the expected empirical risk from the sample x, 

1 Xm � � 
Re(θ) = L y, f̂(x, θ) . (3) 

m 
i=1 

This setting encompasses many learning problems which are reflected in different choices of 

the loss L. The loss can be the squared or classification error, or a negative log density for 

regression, classification or density estimation problems, respectively. The main questions 

in learning theory are, under which conditions learning is possible, i.e. Eq. (3) conver-

gences to some minimal possible value Re(θ0), what are the rates of convergence for different 

approaches, how can these rates be controlled and how can we construct efficient algorithms? 

The key theorem of learning theory states that, if (2) is bounded, for the empirical risk (3) to 

be consistent, it is necessary and sufficient that Re(θ) converges uniformly in probability to 

the actual risk R(θ) over the empirical loss L(y, f̂(x, θ)). That is, for any � > 0 and for any 

δ > 0, there exists a number m0(�, δ), such that for any m > m0, P (R(θm)−R(θ0) < �) ≥ 1−δ 
and � �� � 

lim P sup R(θ) − Re(θ) > � = 0 . (4) 
m→∞ θ 

That is, uniform convergence of the empirical risk function Re is the key requirement for 

a problem to be learnable.5 The main assumption in this paper is that (4) holds, i.e. the 

4This concise overview mostly follows Vapnik (1999). 
5A slight generalisation of the key theorem of learning is provided in Shalev-Shwartz et al. (2010). 
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problems we consider are learnable. We denote the rate of error consistency Re ∼ m−ξml . 6 

We focus on cross-sectional problems in this paper. However, the conditions for learning in 

dynamic settings, like mixing processes or prediction problems have also been investigated, 

see e.g. Yu (1994); Meir (2000); Adams and Nobel (2010); Mohri and Rostamizadeh (2010). 

Making the assumption of learning, we can now contrast the current work with previous 

work on generic inference on machine learning models by Chernozhukov et al. (2017), which 

is complementary to the current paper. It covers the situation where machine learning 

models may fail to converge due to impossibilities in nonparametric inference, and efficient 

techniques are presented for the estimation of low dimensional quantities of interest. Partic-

ularly, the optimal rate of nonparemetric (error) convergence is given by Np/(2p+n) as m →∞ 

(Stone, 1982). If p is fixed and finite, no consistent nonparametric estimator exists if the 

data dimension n increases such that n ≥ m. This is a practical possibility in situations with 

high-dimensional data, especially when the size of the available training sample is restricted 

relative to the (generally unknown) maximal dimension of the feature space. In contrast, 

when the feature dimension is finite or only slowly increasing with the sample size, such that 

convergence is possible, the techniques presented in this paper allow for what we call full 

inference on a machine learning model. That is, not only can we estimate and assess low 

dimensional coefficients but more general aspects like nonlinearities and interactions of the 

DGP without needing to specify them explicitly, as well as to quantify the state of learning, 

i.e. model convergence, itself. 

2.3 Shapley values P nThe linear model f̂(xi) = xiβ̂ = k=0 xikβ̂
 
k, with β̂  

0 the intercept and xi0 = 1, is special 

in the sense that it provides local and global inference at the same time. The coefficients β̂  

describe local effects via the sum of the product of variable components and coefficients at 

point xi. At the same time, the coefficient vector β̂  determines the orientation of the global 

model plane with constant slope in each direction of the input space. 

The linear model belongs to the class of additive variable attributions. For an observation 

xi ∈ Rn we define the model decomposition Φ as 

n n 
lin.model 

h i X X 
Φ f̂(xi) ≡ φ0(f̂) + φk(xi; f̂) = β̂  

0 + xikβ̂  
k , (5) 

k=1 k=1 

ˆwhere φ0 = β0 is again the intercept. The standard approach to test for the importance of a 

certain variable is to test against the null hypothesis H0 
k : {βk = 0}. The aim of the current 

work is to derive similar tests valid for nonlinear models, i.e. where a decomposition (5) 

is not directly accessible. A general approach with desirable properties has been proposed 

6Convergence properties are an active area of research. See for example Cybenko (1989); Geman et al. 

(1992); Farago and Lugosi (1993); Steinwart (2002); Steinwart and Scovel (2007); Christmann and Steinwart 

(2008); Biau (2012); Scornet et al. (2014); Andoni et al. (2014) and references therein. 

5 



by Strumbelj and Kononenko (2010). The authors make the analogy between variables in a 

model and players in a cooperative game. In both cases, it is often not clear which player 

(variable) contributes how much to a pay-off (prediction), because players (variables) can 

be compliments or substitutes. For example, adding a player (variable) k whose skills (sta-

tistical properties) are similar (correlated) with that of other players (variables) already in 

a coalition (set of variables) S is unlikely to add much to the coalition’s pay-off (model 

prediction). That is, k is a substitute for some of the players in S. The opposite is true for 

compliments. 

The situation of the game already has a general solution which is given by the Shapley 

values of players in a cooperative game (Shapley (1953)). Taking the analogy from Strumbelj 

and Kononenko (2010), we can rewrite (5) with 

nX � � 
f̂(xi) = φS 

0 + φS
k xi; f̂  ≡ ΦS (xi), with (6) 

k=1 X� � |x0|!(n − |x0| − 1)! � � 
φS xi; f̂ = f̂(xi|x 0 ∪ {k}) − f̂(xi|x 0) , (7)k n! 

x0 ⊆C(x)\{k} 

where C(x) \ {k} is the set of all possible variables combination (coalitions) of n − 1 model 

variables when excluding the kth variable. |x0| denotes the number of included variables and 

|x0|!(n − |x0| − 1)!/n! is a combinatorial weighting factor that sums to one over C(x). 
Eq. 7 is the weighted sum of marginal contributions of including variable k accounting for 

the number of possible coalitions.7 Statistical models mostly do not allow for inputs x0 

with missing components. The calculation of model Shapley values is discussed in detail in 

Section 2.5. 

Shapley values are the unique class of additive value attribution with the following properties 

(Shapley (1953); Young (1985); Strumbelj and Kononenko (2010)). 

Property 1: Efficiency. The attribution model ΦS matches the original model f̂  at xi, 

ΦS (xi) = f̂(xi) . (8) 

In a modelling context, this property is called local accuracy. The Shapley decomposition 

always sums to the predicted value at each point. 

Property 2: Missingness (null player). If a variable is missing from a model, no 

attribution is given to it, i.e. φS
k = 0 (dummy player). 

Property 3: Symmetry. If k and k0 are two variables, such that 

f̂(x 0 ∪ k) = f̂(x 0 ∪ k0) (9) 

7For example, assuming we have three players (variables) {A, B, C}, the Shapley value of player C would 

be φS (f̂) = 1/3[f̂({A, B, C})−f̂({A, B})]+1/6[f̂({A, C})−f̂({A})]+1/6[f̂({B, C})−f̂({B})]+1/3[f̂({C})−C 

f̂({∅})]. 
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for all possible x0 not containing k or k0 , then φS
k = φ 0 . S

k 

Property 4: Strong monotonicity. Variable attributions do not decrease if an input’s 

contribution to a model increases or stays the same regardless of other variables in the model. 

That is, for two models f̂  and f̂ 0 on the same domain and a coalition x0 \ k, if 

f̂(x 0 ∪ k) − f̂(x 0) ≥ f̂ 0(x 0 ∪ k) − f̂ 0(x 0) ⇒ φS
k (f, x

0) ≥ φS
k (f

0 , x 0) . (10) 

This property is also called attribution consistency in the context of variable attribution. 

Most alternative attributions are lacking this property, substantially reducing trust (Lund-

berg et al. (2018)). The strong monotonicity property can also be formulated using partial 

derivatives for models where they exist. The Shapley attribution of a variable for a model 

with the larger partial derivative across the domain ought not to be less than that for a 

S
k 

model with a smaller partial derivative in the same domain. 

Property 5: Linearity. For any two independent models f̂  and f̂ 0 , i.e. where the out-

come of the one does not depend on the inputs or outcome of the other, the joint Shapley 

decomposition for a variable k can be written as � � 
= a1φ

S
k a1(f̂ + a2f̂

0) (f̂) + a1a2φ
S
k (f̂

0)φ (11) 

for any real numbers a1 and a2. A consequence of these properties is the following proposi-

tion.8 

Proposition 2.1. The Shapley decomposition ΦS of a model f̂  linear in parameters β̂  , 

f̂(x) = xβ̂  , is the model itself. The proof is given in the Appendix. 

Hence, the Shapley decomposition of the linear model is already known and is the model 

itself. 

2.4 The Shapley-Taylor decomposition 

Nonlinearities can be multiplicative, polynomial, or both. That is, nonlinear terms can 

be approximated by two or more variables being multiplied, taken by some power, or a 

combination of both at each point of the input space.9 Eq. 6–7 do not differentiate between 

these situations. It defines an additive main effect for each variable. However, the a more 

detailed functional form of two or more variables may be of interest in many situations, e.g. 

when they are complements or dependent. 

This situation can be addressed by using the Shapley-Taylor index (Agarwal et al. (2019)) 

for interaction terms, resulting in the Shapley-Taylor expansion of a model. We define the 

8This corresponds to linear Shap in Lundberg and Lee (2017). 
9An approximation may be pointwise for discrete variables or valid within some region for continuous 

variables up to a certain precision. 
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discrete set derivative of model f̂  at point xi as X 000|−|x0|
0δx f̂(xi|x 00) ≡ (−1)|x f̂(x 000 ∪ x 00) , (12) 

000 ⊆ x0x 

0 00 000with x , x and x ⊆ C(x). The case |x0| = 1 corresponds to (7). Let h ≤ n denote the 

maximal order of interaction terms we consider, then the Shapley-Taylor index for variable 

interactions up to order h at xi is ⎧ � � ⎨δx0 f̂(xi | ∅) if |x0| < h , 
T S ˆ 0 
h f, xi | x = P δ f̂(xi | x00) (13)

h x0⎩ 
n x (n−00 1 

|) 
if |x0| = h .00⊆C(x)\x0 

|x 

Shapley components for terms of order smaller than h are given by the set derivative (12) 

relative to the empty set with all variables missing. Terms of order h and higher are included 

in the terms of order |x0| = h. This means that terms up to order k − 1 are unbiased with 

respect to higher-order interactions, while terms of order k include all higher order terms.10 

The efficiency statement (8) takes the form X � � 
φS T S ˆ 0f̂(xi) = + f, xi | x . (14)0 h 

x0⊆C(x), |x0|≤h 

That is, the Shapley-Taylor decomposition of a model, by construction, sums to the model 

prediction at each point of the input space (local accuracy). We again arrive at (7) for 

h = 1. The Shapley-Taylor decomposition also satisfies the other properties of Shapley 

values in addition to an interaction axiom which is less relevant in the current context (see 

Agarwal et al. (2019)). 

2.5 Shapley value computation 

The computation of both the simple Shapley value (6 & 7) and the more general Shapley-

Taylor expansion (14) are of exponential complexity in the number of variables n. This means 

that an exact calculation is intractable for even moderate variable sets. Approximation 

techniques are sampling from C(x) (Strumbelj and Kononenko (2010)), efficient model-based 

algorithms (e.g. Lundberg et al. (2018) for tree models), or a compression of the input space. 

In many applications, the modeller has a prior about what variables are most important or of 

greatest interest, while still using all variables to fit a model. Variables not of interest can be 

grouped into a set O of size n̄, reducing the dimension of the input space to n0 = n − n̄ + 1.11 

This allows for an exact calculation of terms in x\O. There will likely be a trade-off between 

n0 and the order of the Shapley-Taylor decomposition h, with a larger h forcing a smaller 

n0 . However, the set O is given the status of a single variable in this computation, which 

allows to assess the overall importance of variables in O jointly. For instance, the set O can 

10In the analogy to the Taylor expansion of a function around some point xi, we can say that the order-h 

term contains the remainder. 
11The plus one stands for all variables in O. 
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be adjusted if the overall share given to it is deemed to large. 

We have not yet clarified how a model value conditioned on a subset x0 of variables, f̂(xi|x0), 
can be calculated. That is, how to account for missing variables in coalitions of variables. 

Sundararajan and Najmi (2019) provide an overview of different approaches with likely 

differences in preference depending on the modelling situation. In this paper, we take the 

stand to use conditional expectations together with the Shapley-Taylor decomposition to 

account for variables dependencies. That is, Z� � X 
0 1 0 

f̂(xi|x 0) = Eb f̂(xi) | x = f̂(xi) db(x̄ 0) = f̂(xi|x̄ i) , (15)
|b| 

b 

Variables not included in x0 are integrated out over a background dataset b. The set x̄0 

represents variables not included in x0 . The components of observations {xi|x̄ 
0 } take thei 

values of xik if k ∈ x0 and values from b otherwise. The background provides an informative 
Sreference point by determining the intercept φ0 

incorporating all information the model has learned from, the subset of non-treated indi-or 

. Possible choices are the training dataset 

S|(f b) φ= 0 

Sviduals in experimental setting. The reference value φan 0 

value of the model and the expected value for the non-treated sub-population, respectively. 

A potential issue with the conditional expectation approach (15) is that it is possible to 

violate strong monotonicity (10) without an additional requirement. 

Proposition 2.2. For strong monotonicity (Property 4) to hold in the conditional expecta-

for these choices is the expected 

tion framework (15) for two functions f and f 0 Sit is sufficient that φ, 0 

that they have the same base value on the background b. 

(f 0 | b), i.e. 
The proof is given in the Appendix. 

Proposition 2.2 is not unreasonable in practical situations, where different models are 

compared on the same dataset and on the same loss function. However, caution in compar-

ing decomposition from different models is warranted if their base values strongly differ. 

The advantage of using conditional expectations as background compared to, say, a single 

reference point (e.g. BShap in Sundararajan and Najmi (2019)), is that it reflects more 

information by accounting for the global model structure and the distribution of the data. 

All Shapley attributions require the choice of a background, with different choices leading 

to different attributions all fulfilling the properties of Shapley values. It is therefore of tan-

tamount importance to be consistent and transparent in the choice of background when 

comparing results across models or between different studies. 

Finally, the conditional expectation approach (15) makes the implicit assumption of vari-

ables independence, i.e. column-wise independence in our setting. This may not be justified 

in many situations. This is addressed by the Shapley-Taylor expansion. Higher-order terms 

respect dependencies between variables, while lower order terms are the net of these depen-

dencies. Only terms of order h do not respect dependencies of order h + 1 and higher. Thus, 

the Shapley-Taylor expansion provides a practical tool to assess and account for variable de-

pendence. For instance, unknown variable dependence is likely of minor concern regarding 

9 



��

variable main effects if second order terms are comparable small. The same holds for assess-

ing second order terms and so on. This makes the above presented Shapley value framework 

highly flexible by imposing minimal conditions on the DGP and the used models.12 

3 The Shapley regression framework 

3.1 Shapley regressions 

We are know in a position to state our main ideas. Parametric inference on a universal 

approximator can be performed by estimating the Shapley regression 

nX 
yi = φS 

0 + φk
S ( ˆ βk

S + ˆ ≡ ΦS (xi) ˆ �i .f , xi) ˆ �i βS + ˆ (16) 
k=1 

The last expression uses an inner product with β̂  
0 
S = 1, and �̂i ∼ N (0, σ� 

2).13 The surrogate 

coefficients β̂  
k
S are tested against the null hypothesis 

Hk(Ω) : {βS ≤ 0 Ω} . (17)0 k 

Eq. 17 tests the alignment of components φS
k with the target dependent variable. If it can be 

rejected, φS
k provides statistically relevant information about y. If not, its contribution are 

noise-like. The working of (16) and (17) is illustrated in Fig. 1. Without loss of generality, 

two variables x1 and x2 contribute additively to a model f̂  in describing the target y (LHS). 

These contributions can be nonlinear (as for x1) or close to noise (as for x2). We usually do 

not know this a priori. The Shapley values attributed to each variable and observation on 

the RHS provide a linear representation of the model by construction. We now can test the 

alignment of each component with the target y and test against H0 or other hypotheses of 

interest. We expect β̂  
k
S ≈ 1, i.e. perfect alignment as for x1, if a model has perfectly learned 

from a variable, or β̂  
k
S ≈ 0, i.e. no alignment as for x2. This will also be the asymptotic 

values of β̂S (see Section 4). 

A key difference to the linear case is that tests against Hk 
0 depend on Ω ∈ Rn . That is, 

only local statements about the significance of variable components can be made due to the 

potential nonlinearity of the model. The model hyperplane may be curved in the input-

target space compared to that of the linear model. Note that the Shapley decomposition 

absorbs the signs of each component, leading to the half-sided test in (17). Negative values 

may occur and indicate that a model as poorly learned from a variable. However, these are 

usually not significant even in a two-sided test. 

Shapley regressions establish a further connection between parametric inference and statis-

tical learning, namely the possibility to account for different error structures when testing 

12It is possible to construct functions with high-order terms having an arbitrarily large importance. How-

ever, this is highly unlikely in real-word applications, in addition to such effects not being known a priori. 
13Model Shapley values have been used in linear regression analysis before to address isues around collinear-

ity (Lipovetsky and Conklin (2001)). I do not see scope for confusion with the current application in context 

of universal approximators. 
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hypotheses, such as heteroskedasticity. Eq. 16 also provides a direct connection to dynamic 

settings for statistical leaning without the need to adjust the learning framework itself. That 

is, most machine learning models treat the DGP as cross-sectional, while (16) allows to ac-

count for temporal dependences. 

The following proposition provides further justification for the use of Shapley regressions 

(16) for inference with machine learning models. 

Proposition 3.1. The Shapley regression problem of Eq. 16 for a model f̂  linear in param-

eters β̂  is identical to the least-square problem related to f̂(x) = xβ̂  , i.e. β̂S = 1. The proof 

is given in the Appendix. 

That is, the Shapley regression from a linear model returns the model itself. The surro-

gate regression model (16) can, therefore, be seen as a natural generalisation of parametric 

inference to nonparametric models. 

β̂SOne caveat of inference using the auxiliary regression (16) is that the coefficients are 

uninformative about the direction or magnitude of components φS
k . We therefore introduce 

generalised coefficients suitable for the standardised communication of results. 

3.1.1 Shapley share and mean coefficients 

The Shapley share coefficients (SSC) of variable xk, or other Shapley-Taylor terms from (13), 

in the Shapley regression (16) is defined as " * + #(∗)� � |φS (f̂)|
βlin kΓS

k (f ,̂
 Ω) ≡ sign ˆ k P n ∈ [−1, 1] , (18) 

|φS (f̂)|l=1 l * + 
Ωk 

f̂(x)=xβ̂  |(xk − hxkib)|
= β̂  

k 
(∗) P n , (19) 

|β̂  
k(xl − hxlib)|l=1 Ωk 

where h·iΩk stands for the average of xk in Ωk ∈ R. The SSC is a summary statistic for the 

contribution of xk to the model within Ω. It consists of three parts. The first is the sign, 

which is the sign of the corresponding linear model. The motivation for this is to indicate 

the direction of alignment of a variable with the target y. The second part is coefficient 

size. It is defined as the fraction of absolute variable attribution allotted to xk within Ω. 

The sum of absolute values is one by construction.14 It measures how much of the model is 

explained by xk. The last component (∗) is used to indicate the significance level of Shapley 

attributions from xk against the null hypothesis (17). 

Eq. 19 provides the explicit form for the linear model. The main difference to the conventional 

case is the normalising factor, which accounts for localised properties of non-linear models. 

Given the definition over a range of xk ∈ Ωk, it is important to also interpret them in this 

14The normalisation is not needed in binary classification problems where the model output is a probability. 

Here, the a Shapley contribution relative to a base rate can be interpreted as the expected change in 

probability due to that variable. 
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context. For example, contributions may vary over the input space such that β̂  
k
S takes on 

difference values at different points or times. 

A related summary statistic is the Shapley mean coefficient (SMC). It is defined as h � D E i(∗)
¯ β̂lin ΓS (f ,̂ Ω) ≡ sign φS (f̂) , (20)k k k 

Ωk 

f̂(x)=xβ̂ (∗)
= β̂  

k h(xk − hxkib)iΩk 
. (21) 

The SMC highlights deviations from the background sample b, see (15), which is made ex-

plicit for the linear case in Eq. 21. The SMC can be used to measure differences between 

subgroups, such as between treated and untreated sub-populations in an experimental set-

ting. 

Under the conditions we required from f̂ , the classical central limit theorem applies to the 

sampling distribution of Shapley values φS
k (f̂), such that it tends to a multivariate normal 

distribution. This can be used to construct standard errors and confidence intervals for SSC 

or SMC. For instance, let µk = |ΓS (f ,̂ Ω)| ∈ [0, 1] be the absolute value of the k-th SSC. The k 

upper bounds on the variance of µk and its sampling standard error of the mean are given 

by15 

1 1 
var(µk) ≤ µk(1 − µk) ≤ ⇒ σk

φ ≡ se(µk) ≤ p . (22)
2 2|Ω| 

The sampling distribution of µk approaches a Gaussian |Ω| → ∞. Thus, σΦ provides a 

well-defined measure of the certainty we can attach to ΓS within Ω. 

3.2 Validity conditions for Shapley regressions 

The Shapley regression (16) is an auxiliary model building on generated regressors (Pagan 

(1984)), minimising the log-likelihood � � 1 h� �T � �i 
l βS , θ̂; y, x ∼ − y − ΦS (θ̂)βS y − ΦS (θ̂)βS . (23)

2σ� 
2 

Inference with regard to βS is valid under two conditions. First, the cross terms of the 
ˆ 0.16Fisher information must vanish, i.e. I(βS , θ) = This is achieved by a two-step ap-

proach commonly used in statistical learning, making the optimisation processes for θ and 

βS independent from each other. The input data x are randomly split between a training 

sample xtrain on which the model parameters θ are fixed. A hold-out sample xtest is then 

used to evaluate model performance, e.g. to test its out-of-sample prediction accuracy, and 

to perform inference estimating β̂S . 

The second condition for valid inference is that the nonparametric part, ΦS in our case, is 

15One will generally be interested in the expected explanatory fraction µk of a variable, while the sign of 

the SSC is fixed. Accounting for the sign, the bound on the RHS of (22) needs to be multiplied by four.h i 
∂2 l16I(η, η) = −E , with η ∈ {θ, βS }.∂η∂η0 

12 



√ 
m-consistent. The accuracy property of Shapley values (8) relates this to the error consis-

tency of a model and its convergence rate Re ∼ m−ξml . However, nonparametric techniques, 

including machine learning models, often converge slower than 
√ 
m, i.e. ξml < 1

2 , which 

would lead to inconsistent estimation of β̂S . However, a low ξml can be accounted for via 

appropriate sample splitting between the training and the test set. Specifically, the condition 

for the maximal size of the test is 

uniform 2 mink∈{1,...,n} ξk 2ξmlmtest ≤ m = m (24)train train , P n −ξk uniform 
Re ∼ |ΓS (m)| m = m −ξml (25)k=1 k train train. 

The convergence rate of individual Shapley components φS
k are labelled ξk. If the ξk are 

different, the smallest ξk will dominate Re at some point and lead to the most conservative 
maxcondition for mtest determining ξml beyond some value m0. Rates of convergence can depend 

on the sample data, model and algorithm used, which also means that general rules and 

practically useful bounds are often not available. Nevertheless, the convergence properties of 

Re can be determined empirically by fitting learning curves, i.e. the model error dependence 

on the sample size. This is also the practical approach we will be following in the applications 

in Section 6. 

Condition (24) puts an upper bound on the number of observations we can use for inference. 

If ξml < 
2
1 , this reduction of available sample size may impose an undesirable trade-off. 

However, we can avoid this by the use of K-fold cross-fitting (Chernozhukov et al., 2018), 

which also is amenable to how machine learning models are evaluated in practice. Namely, 

we first set � � l m mtrain 1−2ξmlK = + 1 = m + 1 , (26) 
mtest 

i.e. the ceiling of the ratio, and then randomly split x in K approximately equally sized 

folds. For l ∈ {1, . . . , K}, we next use the Kth fold for testing and inference, and the re-l 

maining K − 1 folds for training.17 The number of folds K can become large depending 

on the relation between m (high) and ξml (low). We see this together with the challenge of 

calculating Shapley decompositions in high-dimensional settings as the two main drawbacks 

of using universal function approximators for statistical inference. 

The above procedure leads to the the situation of variational inference and estimation 

(VEIN) methods (Chernozhukov et al., 2017), where we have two sources of sampling un-

certainty: (i) the estimation uncertainty of quantities like Ξ̂ ≡ (β̂S , ΓS) and (ii) variation 

induced by cross-fitting. (i) is dealt with in the standard way resulting in point estimates 

and confidence intervals for Ξ.ˆ However, (ii) leaves us with a set of K random realisation 

of Ξ and their confidence intervals, some of which may be favourable and some not. To 

arrive at robust adjusted point and interval estimators, we adapt the VEIN estimators from 

Chernozhukov et al. (2017): 

17This procedure is slightly different from what in statistical learning is called K-fold cross-validation, 

which uses the above procedure for hyperparameter tuning. This still can be done using cross-validation on 

the training datasets. 
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� �
ˆ ˆΞV := Med Ξ|x (point estimate) (27)h� � � � � �i 

Ξ̂V Ξ̂V := Med ˆ , Med ˆ |x (confidence interval) (28) low, up Ξlow|x Ξup 

αV := 2α (confidence level) (29) 

That is, the main cost of data splitting is a discount in the confidence level by a factor of 

two. Med[X] is the usual median and Med[X] is the next distinct quantile of a random 

variable X. The two medians coincide for continuous random variable but can (slightly) 

differ for discrete ones. 

4 Estimator properties of universal approximators 

Without loss of generality we focus on regression problems,18 where it is common to minimise 

the mean squared error (MSE) between a target y from an unknown DGP f(β) and a model 

f̂(θ) over the dataset x. The expected MSE can be decomposed in terms of the bias-variance 

trade-off h� i � �2 � �2�2 � � � � 
Ex y − f̂(θ) = f(β) − Ex f̂(θ) + f̂(θ) − Ex f̂(θ) + σ2 , (30) | {z } | {z } 

bias2 variance 

where σ2 is the irreducible error or unlearnable component of the DGP corresponding to 

the variance of y setting effective bounds on the empirical risk Re. The separation model 

parameters θ and structural parameters β in (30) is important, because machine learning 

models are often subject to regularisation as part of model calibration and training. This 

affects θ during optimisation. Thus, if β̂  would explicitly be part of the training process, its 

values would be biased as was shown in Chernozhukov et al. (2018). 

It is a fundamental problem in statistical learning of how to generalise to f(β) from (y, x) 

by the means of f̂(θ). While it may be intuitive that universal approximators generalise to 

f(β) via the convergence of the empirical risk Re, there are so far no results which make this 

explicit, and where the generalisation process can be evaluated going beyond Re and towards 

the structural parameters β. This problem can be addressed using Shapley regressions which 

we discuss next. 

4.1 Estimator consistency 

Statistical inference on machine learning models requires two steps. First, the control of bias 
ˆand variance according to (30) and, second, the extraction of and inference on β. Regarding 

the former, the imposition of error consistency requires that the squared error tends towards 

18A regression problem in statistical learning refers to fitting a continuous target or dependent variable, 

as opposed to a discrete classification problem. Results presented here can be adapted to the classification 

case (Domingos (2000)). 
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σ2 as m →∞. An important consequence of this is that the expected bias of a model tends 

to zero in probability, that is � � 
p lim E y − f̂ |x = 0 , (31) 
m→∞ 

However, we are usually interested in estimator consistency in a statistical inference setting, 

i.e. if � � 
p lim Ef̂  βk − β̂  

k|x = 0 . (32) 
m→∞ 

That is, if universal approximators learn the true functional form. 

To connect these two concepts, we take a two-step approach. In many applications of inter-

est, f can be locally approximated by a polynomial regression. For a polynomial DGP the 

following result holds. 

Theorem 4.1. (polynomial consistency of universal approximators): Let f be a DGP of theP n dform f(β, x) = βkp (x) ≡ Pd(x), where pd(x) is a polynomial of order d of the inputk=0 k 

features on a subspace x ∈ Ω ⊆ D ⊂ Rn . If for each x0 ⊆ Ω, a model f̂(θ) is error consistent 

according to (31), then the estimator β̂(θ) is consistent in the sense of (32). The proof is 

given in the Appendix. 

Theorem 4.1 can be used to make a more general statement. 

Corollary 1 (universal consistency of universal approximators): Let f(β) be a DGP on 

Ω ⊆ D ⊂ Rn and f̂(θ) a model not involving β. If f can be approximated by a polynomial 

f̂  
p(θ

0) arbitrarily close within Ω and f̂  is error consistent in the sense of (31), then f̂  is 

estimator consistent for any f(β) within Ω in the sense of (32). The proof is given in the 

Appendix. 

Corollary 1 tells us that an error consistent model will learn most functional forms of interest 

and the true DGP up to a certain precision primarily depending on the quantity if available 

data. This result may also be called implicit estimation consistency, as the above statements 

and proofs to not provide practical means to infer the state of estimation. However, Shapley 

regressions can be used to explicitly assess the state of estimation. 

4.2 Estimator bias 

When has a model sufficiently converged for well informed inference, e.g. judged by its 

Shapley share coefficients (18)? Before addressing this question, let us extend Shapley 

decompositions to general finite decompositions. � � PC ˆLemma 1 (model decomposition): There exists a decomposition Ψ̂ ΦS (x) ≡ c=1 ψc(x) = 

f̂(x) if the equation Ψ(ˆ x) = ΦS is solvable for each xk, with k ∈ {1, . . . , n}. The proof is 
simple as x(ΦS ) can be used to construct Ψ.ˆ 

A decomposition Ψ̂ can be called an additive functional form representation of f̂  with the 
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Shapley decomposition ΦS being the trivial representation. That is, Ψ̂ is a parameterisation 

of f for which the following results holds. PCTheorem 4.2. (composition bias): Let f be a DGP and Ψ∗(x) ≡ ψ∗(x) = f(x) the c=1 c 

true decomposition of f at x. Let f̂  be an error consistent model according to Theorem 4.1 

with a local decomposition Ψ(ˆ x) ≡ 
PC

c=1 ψ̂
 
c(x) = f̂(x), e.g. its Shapley decompositions (6). 

Applying the Shapley regression (16), Ψ̂ is unbiased with respect to Ψ∗ if and only if β̂  
c
S = 1, 

∀c ∈ {1, . . . , C}. Particularly, there exists a minimal m0 for which β̂  
c = 1, ∀c ∈ {1, . . . , C} 

at a chosen confidence level. The proof is given in the Appendix. 

Theorem 4.2 implies that β̂S → 1, as m →∞ for either ΦS or Ψ.ˆ Having ΦS , the mapping 

ΦS ˆ7→ Ψ can be used to test the functional form of f . Corollary 1 extends this to local 

approximations of any form, i.e. for those to which Lemma 1 does not apply but a local 

decomposition can be formulated approximatively. For example, universal approximators 

can learn (regression) discontinuities (Imbens and Lemieux (2008)) as a results of treatment 

when given enough data. The Shapley regression framework can then be used to construct 

approximate parametric functional forms around a discontinuity and test the limits of their 

validity. 

For a linear model, β̂  
c = 1 is nothing else as the unbiasedness of coefficients. This can be 

seen from Proposition 3.1 and shows again that Shapley regressions reduce to the standard 

case in this situation. 

For a general non-linear model, unbiasedness can only be assessed if β̂  
c = 1, ∀c ∈ {1, . . . , C}

due to the accuracy condition (8) required from each decomposition Ψ.ˆ The Shapley regres-

sion (16) tests linear alignment of Ψ̂ with the dependent variable, while the level of individual 
ˆ βScomponents ψc may shift until ˆ = 1, ∀c ∈ {1, . . . , C} for sample sizes smaller than m0.c 

Consistency implies that such a shift happens towards the level ψc 
∗ . 

ˆThis leads to the definition of robust component estimates: ψc is said to provide a robust 

estimation of ψ∗ within a region Ω, if H0 
c (Ω) : {βS = 0|Ω} can be rejected andc c 

Hc (Ω) : {βS = 1|Ω} is not rejected (33)1 c 

at a chosen confidence level. That is, if the chosen confidence bounds for β̂  
c
S exclude zero 

but include one.Alternatively, one may define an acceptable range for β̂  
c
S provided H0 

c can 

be rejected, e.g. β̂  
c
S ∈ [0.9, 1.1] admitting a small amount of bias. 

Both conditions are necessary to guarantee meaningful information content in ψ̂ 
c. This can be 

seen by considering a linear model with a pure noise variable. The best least-squares fit will 

return β̂  
c
S = 1 by construction, but H0 

c is almost certain not to be rejected. The practicality 

of robust component estimates is that they can provide useful information despite a failing 

test for a model being unbiased according to Theorem 4.2. 

Changes between different points in a region Ω are independent from the actual level of ψ̂ 
c if 

the model and target are well aligned, i.e. H0 
c can be rejected. For example, the change of ψc 

∗ 

between two points x1, x2 ∈ Ω can be approximated by ψ̂ 
c = ψc 

∗ + bc with bc the component 

bias, if β̂  
c
S ≈ 1, 
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� � � � 
Δψ ∗ (x1, x2) ≡ ψ ∗ (x2) − ψ ∗ (x1) = β̂S ψ̂ 

c(x2) + bc − β̂S ψ̂ 
c(x1) + bc (34)c c c c c 

≈ ψ̂ 
c(x2) − ψ̂ 

c(x1) = Δψ̂ 
c(x1, x2) . 

Connecting this with the consistency of universal approximators, condition (24) affects the 

βS √ 
m(β̂S − βS ) →p βS ˆ 1asymptotic behaviour of ˆ , N (0, I−1( ˆ , βS)), as m → ∞. If ξml < 

2 , 

this quantity diverges resulting in an asymptotically biased estimator. Practically this means 

that confidence intervals from I−1 do not overlap (or fail to do so beyond some values of m) 

with one if βS = 1. Thus, tests for the robustness of a component using H1(Ω) and model 

bias will fail despite the model being consistent. However, we do know p limm→∞ β̂
S = 1, 

meaning we can quantify the bias in β̂S at any point, e.g. for deciding if a component 

estimate is sufficiently robust for practical purposes. Importantly, this does not impose 

restrictions on mtest for tests against H0(Ω). Asymptotic inference on H0(Ω) is still valid 

without sample splitting because I(βS , θ̂) = 0 if βS = 0 (Pagan (1984)), but not for other 

hypotheses. 

We see from the above discussion that the only possible true values for βS are βS ∈ {0, 1}n . 

This can be understood as follows. If there is a relationship between the target y and xk (or 

ψ̂ 
c more generally), then the true value βk

S = 1 otherwise it is βk
S = 0. Intuitively this means 

that either there is information in xk to describe y or it is just noise. 

5 Applications 

5.1 Shapley decompositions for experimental settings 

We demonstrate the working of the Shapley inference framework with universal function 

approximators for the estimation of (heterogeneous) treatment effects under unconfounded-

ness (Rubin, 1974). This has been a main focus for the use of statistical learning for the 

estimation of causal effects, see e.g. Athey and Imbens (2016); Chernozhukov et al. (2018, 

2017); Wager and Athey (2018); Lechner (2019). We consider the potential outcomes frame-

work where subjects either receive a treatment or not, i.e. ti ∈ {0, 1}, leading to either yi0 

or yi1, respectively. We assume unconfoundedness, i.e. that the treatment assignment ti is 

independent of the potential outcomes yit conditioned on observables z, {yi0, yi1} ⊥ t | zi. 
Setting x = (t, z), the expected treatment effect can be written as � � 

τ(x) = E yi1 − yi0 | z . (35) 

The fundamental dilemma in the potential outcomes framework is that we only observe ei-

ther yi0 or yi1 but never both. Moreover, treatment effects may be heterogeneous. This can 

arise from various causes, such as a differentiated reaction by subgroups of the population or 

nonlinear reactions to the treatment, or some form of interaction with some of the covariates 

or unobservables. It is hard to account for all possible causes in practice, e.g. when setting 
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up a pre-analysis plan. However, inference based on universal function approximators may 

be able to address some of these challenges. Provided sufficient data, these models mimic 

the true DGP.19 

Shapley value decompositions and regressions can be used to make variable dependencies ex-

plicit and assess components of interest, respectively. The Shapley-Taylor expansion (14) can 

be chosen to particularly suit an experimental setting. Let b = xtrain|t = 0 be the background 

dataset consisting of untreated subjects in the training data, and φS the corresponding in-00 

tercept. Making use of the missingness property of Shapley values, the decomposition of 

model prediction f̂(xi) can then be written as X 
f̂(xi) = φ00 

S + φS φi,k
S (36)i,t + 

k 6=tX X X 
= φS − φS (φS − φS ) (37)00 + φS

i,t φi,kt + 2 i,kt + i,k i,kt 

k=6 t k 6=t k 6=tX XS S S 
φS = φ φ (38)00 + φi,t + i,kt + i,k , 

k=6 t k 6=t 

where φi,x indicates quantities where the interaction effects φi,kt, (k 6= t) with the treatment 

t are netted out. The comma separates row and column indices. 

The motivation behind (38) is to separate treatment effects from confounding effects in the 

second sum. Assuming the latter is balanced between the treated and non-treated, the 

average expected treatment effect is given by h i 
S X S 

AT E = Ex φt + φkt t = 1 . (39) 
k 6=t 

Eq. 38 additionally splits treatment effects into a “bare” component (second term) and 

treatment interactions (third term). The latter can be useful for identifying channels through 

which the treatment may work, while both terms are not limited to be linear but can have 

themselves any functional form covered by Corollary 1. That is, we arrive at a treatment 

function (TF ) for estimating (35), XS S S 
τ̂(xi) = φS (xi) + φ (xi) + φ (xi) . (40)00 + φt kt z 

k 6=t 

S P S 
The last term, φ (x) = φi,k, collects terms unrelated to the treatment. It is expected z k=6 t 

to zero out for balanced samples when calculating the ATE. Keeping it allows to assess the 

effect of sample imbalances as well. 

5.2 A numerical experiment 

Let x = (t, x1, x2) with t ∼ B(0.5) ∈ {0, 1} a treatment drawn from a fair Bernoulli distribu-

tion and xk ∼ N (0, 1), k ∈ {1, 2} covariates sampled form a standard normal distribution. 

19We do not expect good fits in many empirical settings. However, lacking information only contributes 

to the irreducible component in (30), while (31) still allows to estimate f asymptotically. 
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We consider the DGP 

y = ft(x; β) = β1t + β2tx1 + β3x1x2 + β4 + σ ≡ Ψ ∗ (x) + σ , (41) � � 
with σ ∼ N 0, 0.1 σ2(Ψ∗) an irreducible noise component drawn from a normal distribution 

centred at zero and a standard deviation of 10% of Ψ∗ . The coefficients are set to β = 

(1, 1, 1, 0). Ψ∗ has homogeneous (β1) and heterogeneous (β2) treatment components, with the 

ATE set by β1. Without a priori knowledge of Ψ∗ , the heterogeneous treatment component 

is challenging to estimate as x1 does not only interact with the treatment but also with the 

covariate x2. 

We simulate multiple realisations of ft for different sample sizes. On these groups of samples 

we then use off-the-shelf implementations of random forests (RF), support vector machines 

(SVM) and artificial neural networks (ANN).20 All models only see the raw features xk, k ∈ 

{t, 1, 2}, and do not have information on Ψ∗(x). We draw independent samples xcv, xtrain 

and xtest for each sample size and realisations for cross-validation, training, and testing and 

inference, respectively. Sample sizes are equally spaced on a logarithmic scale between 10 

and ten thousand, i.e. mq = 10q for q ∈ {1, 1.5, 2, 2.5, 3, 3.5, 4} with 25 realisations for each 

sample size.21 The sample size dependent prediction performance of all models is evaluated 

out-of-sample by the root-mean-squared error on xtest. We decompose all model predictions 

on the test sets into the treatment function (40) and perform the Shapley value regression 

(16) using VEIN estimates (27)-(29). The treatment function takes the explicit form 

TFft (xi) = φS (xi) + φ1 
S (xi) + φS 

2 (xi) + φt
S 
1(xi) + φt

S 
2(xi) + φS (42)00 + φS

t 12(xi) . 

The components φS 
1 , φ

S 
2 and φt

S 
2 are spurious as they are not present in the DGP (41). Mod-

els should not learn these components, while they may show up in (42) due to imperfect 

learning in the presence of noise. 

We next perform Shapley regressions on (42) for inference on the learned treatment func-

tions. Instead of scaling the sample size for valid inference, we adjust the confidence intervals 

assuming a test sample size given by (24) using the rates of convergence of each model.22 

The results for this exercise are summarised in Fig. 2 with the sample size on the horizontal 

axis in all panels. Each row corresponds to a summand in (42) . Columns correspond to 

models (RF, SVM and ANN). The LHS vertical axes refer to the surrogate coefficients β̂  
f
S 
b 

(red lines) using VEIN estimates (27)-(29). The red shaded areas are confidence intervals 

corresponding to αV = 1%. Only three of six components of the treatment function (42) ac-

tually converge to their unbiased values β̂S = 1, namely φt
S , φS and φS These are preciselyt1 12. 

20We use RandomForestRegressor, SVR and MLPRegressor from the Python package scikit-learn (Pe-

dregosa, 2011), respectively. 
21Cross-validation is limited to mcv ≤ 103.5 to reduce computational costs.p
22For each mq , we take the ratio rCI = df0/dfadj ∗ [ppft(1 − αV /2, dfadj )/ppft(1 − αV /2, df0)], with ppft 

being the percentile function of the Student’s t-distribution, df0 the degrees of freedom of the unadjusted 

regression and dfadj = m2ξml − 6 the adjusted degrees of freedom. It is set to one if negative which canq 

happen for small samples. The rates of convergence are ξRF = 0.25, ξSV M = 0.33 and ξNN = 0.28, i.e. all √ 
models converge substantially slower then m. rCI is dominated by the first factor for large samples. 
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the components actually present in Ψ∗ (41). The sample dependence of the spurious com-

ponents does not show patterns of convergence, particularly confidence intervals are largely 

overlapping with zero, i.e. there is no alignment with the target and, thus, no learning of 

these components. 

However, given small sample sizes and finite noise levels, models may still attribute some 

fraction of output to these components. We investigate this by looking at the learned versus 

actual (zero for spurious components) fraction |ΓS | (see Eq. 18) of Shapley values attributed 

to each summand of the treatment function (RHS vertical axes of Fig. 2). Grey lines show 

the actual fractions, while cyan lines show the learned fractions for each model and sum-

mand. We observe convergence to the true predictive fraction in all cases. Particularly, the 

fractions attributed to spurious components tend to zero with increasing sample size.23 

The above analysis looked at the average learning behaviour of each model. However, the 

treatment function (42) allows to make statements about each observation. Here it is of 

interest how much predicted values vary around true values despite an average alignment. 

Fig. 3 shows predicted versus true values for the heterogeneous treatment component φS
t1 for 

all models (columns) and different sample sizes (rows). There are clear differences between 

models and between samples sizes. The RF seems to have difficulty of learning this term. 

This is not surprising, because tree-based models are not well suited for modelling smooth 

function which are mostly not aligned with the variable axes. On the contrary, the SVM 

learns an almost perfect representation of the heterogeneous treatment term despite a con-

siderable amount of noise. One the one hand this is encouraging, as can have high fidelity 

in some models. One the other hand, this also warrants caution. It is mostly not clear a 

priori which model delivers the best results in a given situation. 

5.3 A real-world experiment 

We next look at a large-scale field experiment from Brazil (Bruhn et al., 2016).24 The 

authors investigate the impact of high-school financial education on financial proficiency 

(FP), consumption and saving behaviour, as well as educational outcomes using a randomised 

control trial (RCT) involving about 900 schools and 25.000 students in six states spanning 

17 months between August 2010 and December 2011. Treatment consisted of an adjusted 

curriculum intermeshed with concepts relevant for financial literacy in classes in selected 

schools. Results come from three rounds of surveys, a baseline before treatment and two 

follow-ups after treatment has been received. Students in treated schools showed significant 

higher FP, improved savings behaviour, educational outcomes and positive spillovers to their 

parents, but also more concerning short-term consumption behaviour through the use of 

expensive credit. 

We would like to revisit some of the study’s findings using universal function approximators 

23φS 
12 is somewhat harder to learn across models, particularly the RF. 

24We would like to thank the authors for making this rich dataset publicly available. 
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from statistical learning.25 One strength of statistical learning techniques is their ability to 

cope well with high-dimensional settings in the absence of prior knowledge of the DGP. To 

assess this we create a baseline dataset from the raw data containing 41 potential regressors 

using the baseline survey. Only the treatment dummy and the FP score are taken from the 

first follow-up (we do not consider the second follow-up here). The FP score is our target 

for what follows.26 

Fig. 4 shows averaged learning curves for the three statistical learning models and an ana-

logue linear regression for ten iterations of cross-validation and testing for different sample 

sizes between ten and 10.000. Machine learning models have mostly considerably lower errors 

compared to the linear model, especially for small sample sizes. This can be an advantage 

in experimental settings which often have modest sample sizes and the collection of more 

observations is not possible. The loss of machine learning models also does not saturate for 

the RF and ANN. 

We next move to inference using universal function approximators. We compute terms up to 

order h = 3 in the Shapley-Taylor expansion (14) for all models. To enable a sampling-free 

calculation, we take two different approaches focusing on a main set of variables M which 

explains the majority of model variation.27 

In the first approach, the models with all predictors are used and variables not in M are 

treated as a single variable “others” substantially reducing the number of coalition sets to 

evaluate. In the second approach, the model is retrained on the same sample but only using 

predictors in M. This substantially reduces noise from irrelevant covariates and reduces the 

number of coalition sets further. Learning rates of each model are taken from Fig. 4 with 

all covariates included for better comparison. These prescribe the number of folds needed 

according to (26). The background dataset is taken to be the sub-population of untreated 

students in the each training fold summarised using 25 k-means centroids, which consider-

ably speeds up the computation. 

25We again use off-the-shelf implementations of random forests (RF), support vector machines (SVM) and 

artificial neural networks (ANN) from the scikit-learn package (Pedregosa, 2011). 
26We do not consider behavioural outcomes. The covariates are the FP base value, school dropout rate, 

school passing rate, education mother, education father, family receives social support (Bolsa Familia), 

gender (female), has PC at home, home has internet at home, has repeated school years, income, savings, 

has borrowed before, has outstanding debt, money managing style, makes expenditure list, does save for the 

future, does compare products, does negotiate price, does negotiate payment method, financial autonomy 

index, intention to save index, parent employed, is in arrears (bank, store, or kin), parent has savings, used 

credit card, used installments, used cash or debit card, log number teachers in school, log number students in 

school, log students per teacher and state dummies. Sortable categorical variables are given corresponding 

discrete values, while not sortable variables are encoded as dummies. All continuous variables are divided 

by their mean over the full dataset, i.e. they have a mean of one. This increses comparability and training 

stability. See Bruhn et al. (2016) for more details on the dataset. 
27Treatment, FP base value, has repeated year and intention to save. The adjusted R2 of the linear model 

drops by less than 1% using only these variables. This selection obviously includes some judgement. For 

instance, student gender was also at the boarder line to be considered an important explanatory variable 

and could lead to gender specific conclusions. 
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Tables 1 and 2 summarise Shapley regression inference results on the full treatment func-

tion (40, LHS) for approaches one and two, respectively, for all students where a full set of 

covariates is available.28 The tables also show the convergence rates and the corresponding 

numbers of folds needed for valid inference. The middle parts refer to estimating βS from 

(16) including 95% confidence intervals. The RHS parts show the components of Shapley 

share and mean coefficients. The α-levels refers to test against H0 (17) and robustness to 

H1 (33), i.e. if zero is excluded and one included in the confidence intervals. 

We first consider the case of models with all covariates included in Tab. 1. We see that all 

main effects, i.e. those of single variables, are learned with high confidence with the excep-

tion of year-repetition by the SVM. The coefficients (βS ) for the main effects are generally in 

the vicinity of one indicating some alignment between model components and the FP scores. 

However, confidence intervals to mostly not include one, especially for the main treatment, 

such that robust learning has to be rejected. We also see that all models have considerable 

difficulty in learning interaction effects, especially the SVM with some very large coefficients 

suggesting estimation instability. These results indicate a lack of convergence, which we can 

assess in the Shapley regression framework. Insufficient convergence also explains the differ-

ent magnitudes of Shapley share and mean coefficients. Overall, all models have difficulty 

to generalise to the full DGP. To remedy this, one can either include more observations or 

increase data quality, both difficult in experimental settings, or reduce the number of vari-

ables which requires more judgement. 

The latter corresponds to our second approach, where we retrain all models on the same 

folds using the main variables in M only. Inference results are given in Tab. 2. This has the 

same structure but no “others” contributions and interaction terms up to order three are 

shown. The RF has now learned almost all components of the treatment function confidently 

and many also robustly. This means that its predictions are well aligned with the target 

and in expectation unbiased for these components. The ANN has learned most main effects 

robustly and some second order interaction effects. The results for the SVM again indicate 

numerical instability in the Shapley regression step, as almost all Shapley shares have been 

allocation the main effects with poor robustness results. This is contrary to the numerical 

simulation in the previous subsection, where the SVM performed best, highlighting the dif-

ficulty in a priori judging on the most suitable model.29 

These differences demonstrate how the Shapley regression framework can be used to evalu-

ate the learning process of individual models. It especially allows to assess individual parts 

of each model separately and if these can be trusted, e.g. to inform decisions if learned 

Γ̄Srobustly. Comparing Shapley mean coefficients (SMC) of the two most prominent pre-

28This selection criterion slightly increases the average FP base value. The patterns of sample differences 

between treated and untreated sub-populations of variables in M is the same between this sample and the 

full dataset. 
29The SVM also has slightly different baseline values φS for both approaches. This can be explained by 0 

its different objective function, which is similar to a mean absolute error compared to mean squared errors 

for the RF and ANN. 
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6 Conclusion 

dictors in Tab. 2, the FP base value and the treatment, we see that all models agree on 

their values as it should be for robust components.30 The SMC is suitable for assessing if 

terms in the treatment function deviate from zero, i.e. if there is a treatment effect or not, 

because of its definition relative to the baseline value φS 
0 . Note that we do not necessarily 

expect comparable values across models from Shapley share coefficients (SSC) as long as not 

all (major) components have been learned robustly due to the normalisation in (18). 

Finally, we are interested if we can extract interesting functional forms learned by different 

models, for instance telling us something about the mechanism how the treatment affects 

different sub-populations. The SSC of the RF and the ANN indicate that the interaction 

between the FP base value and the treatment is among the most important interactions.31 

We use degree-4 polynomials to approximate the functional forms learned by all models for 

this interaction and the FP base value. The results is shown in Fig. 5. We see a clear 

and comparable nonlinearity learned by both the RF and ANN, while the flat line for the 

SVM is in line with its zero SSC component in Table 2. The overall effect of this term for 

the RF and ANN is sizeable. It comprises about 50% from peak to trough relative to the 

average main treatment effect. Taking this at face value indicates that treatment was most 

effective for students with pre-existing financial knowledge and much less so for a priori less 

knowledgeable students. This may suggest different curricula based on existing knowledge 

for more effective treatment. 

We proposed a generic statistical inference framework based on universal function approxima-

tors from statistical learning. It consists of a two-step approach. First, the decomposition of 

a model into its Shapley-Taylor expansion - a solution concept from cooperative game theory 

- is used to make well-defined attributions, e.g. for variable components or their interactions. 

In the second step, a linear regression of the target on these Shapley values - or, a Shapley 

regression - allows for standard testing of hypotheses. 

The major appeal of the presented framework is its universality. It applies to most functions 

and dataset imposing only light conditions. It can be applied whenever a models is error 

consistent and sufficient data for inference are available. We presented practical approaches 

and solutions to challenges arising from the framework. For instance the often slow con-

vergence of conventional machine learning models requires the use of cross-fitting for valid 

inference. However, this technique is amenable to standard procedures training and testing 

machine learning models. We developed a set of summary statistics, particularly Shapley 

share and mean coefficients, which allow for a similar communication of results based on 

universal approximators as for a conventional linear regression analysis. 

30The SVM is again a slight outlier with the FP base value only being almost learned robustly judged as 

the confidence interval does not overlap with one. 
31Note that the RF also robustly learned a set of treatment triple interactions. 
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The Shapley regression framework also provides insights quantifying statistical learning pro-

cesses. For example the state of convergence and generalisation of a learning algorithm 

can be tested by assessing the robustness of individual Shapley component estimates. Such 

insights have the potential to assist in the practical and theoretical development of new al-

gorithms. From a practical point of view, this allows to analyse and use “parts of a model” 

and to quantify differences in learning between different models. 

The main difficulties for applying Shapley regressions can be computational. Both, the pre-

cise computation of Shapley decompositions for large variable sets as well as cross-fitting for 

slowly converging models can be challenging. We presented approaches of how to address 

some of these issues, while the use of approximations and high-performance computing may 

be necessary in some settings. We do not believe that these are insurmountable given the 

quick proliferation of accessible computing resources and the skills to operate them. 

We showcased the proposed framework using simulated and real-world experimental settings 

with randomised controls. Particularly, the choice of a suitable background dataset for the 

calculation of Shapley value attributions - the sub-population of non-treated in the training 

data - allowed us to derive an explicit treatment function. This function can account for po-

tentially nonlinear treatment effects and complex treatment interactions. That is, it allows 

a detailed assessment of the heterogeneity of treatment effects. Such insights could be used 

to help to generalise information derived from RCTs, e.g by identifying channels through 

which treatment acts potentially addressing some of the challenges faced by RCT (Deaton 

and Cartwright, 2018). 

More generally, the Shapley value and regression framework provides a set of tools which 

builds a bridge between the two cultures of statistical modelling (Breiman, 2001). It brings 

the use of machine learning models in line with that of standard statistical techniques regu-

larly used to inform decisions. The main trade-off faced by the modeller is between lighter 

assumptions on the DGP and mostly more accurate models on the one side, and a more 

involved two-step procedure for inference on the other. Provided the potential benefits of 

machine learning models evidenced by rapid advances in artificial intelligence, this trade-off 

is likely to be favourable in many, but not all, situations. 
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Appendix 

Box 1: Statistical inference recipe 
for machine learning models 

1. Cross-validation, training and testing of a model f̂ , e.g. RF, SVM, 

ANN, etc., with K-fold cross-fitting according to Eq. 26. 

2. Model decomposition 

(a) Shapley value decomposition ΦS (f̂) [Eq. 6] or Shapley-Taylor 

expansion [Eq. 14] on the test set with suitable background dataset b. 

(b) (if any) Test of assumptions and approximations made to calculate ΦS � � 
(c) (optional) Mapping of ΦS to parametric functional form Ψ̂ ΦS 

[see Section 4.2] 

3. Model inference 

(a) Shapley regression [Eq. 16] with appropriate standard errors 

nX 
φS φS ( ˆ βS yi = 0 + k f, xi)

ˆ 
k + �̂i ≡ ΦS(xi)β̂

S + �̂i 
k=1 

ΦS ˆ(if needed) Replace with Ψ in case of 2(b); use VEINs (27)-(29) 

(Chernozhukov et al., 2017). 

β̂S(b) Assessment of model bias and component robustness based on over 

a region Ω of the input space: 

Robustness (component): H0 
k : {βS = 0|Ω} rejected andk 

Hk 
1 : {βS = 1|Ω} not rejected for single k ∈ {1, . . . , n}k 

Unbiasedness (model): Hk 
1 : {βS = 1|Ω} not rejected ∀ k ∈ {1, . . . , n}k 

(c) Calculate Shapley share or mean coefficients ΓS/Γ̄S (f ,̂ Ω) [Eq. 18 / 20] 

and appropriate measures of variation, e.g. Eq. 22. 
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Figures and Table 

Figure 1: The principle behind Shapley regression (16). Shapley values project unknown but 

learned functional forms (LHS) into a linear space (RHS), where hypotheses on βS can be 

tested. Variable x1 contributes nonlinearly and significantly towards explaining the target y 

(β̂  
1 
S ≈ 1), while x2 adds mostly noise (β̂  

2 
S ≈ 0). 
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Figure 2: Inference analysis on simulated DGP (41) using RF, SVM and ANN (columns) for 

learning real and spurious components (row). LHS axes: Shapley regression coefficients βS and 

99% confidence intervals. RHS axes: Real (grey) and learned (cyan) Shapley shares |ΓS |. Source: 
Author’s calculation. 
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Figure 3: Actual versus learned treatment interaction effect φt1 of (41) for RF, SVM and 

ANN (columns) and for different sample sizes: 100 (upper row), 1000 (lower row). Source: 

Author’s calculation. 

Figure 4: Learning curves for different models. Log loss is the logarithm of the root mean 

squared error. Only sections of decreasing test error are shown. Source: Bruhn et al. (2016) 

and author’s calculation. 
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Figure 5: Estimated treatment function learned by different models for the interaction be-

tween the treatment and FP base value plotted against the base value. Curves are best-fit 

order-4 polynomials for the treated. Blue circles show individual Shapley-Talor index values 

for that term for the ANN (inner 98% of vertical span shown). Source: Bruhn et al. (2016) 

and author’s calculation. 



RF 

30β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 1.388 0.146 0.000 1.102 1.675 + 0.051 0.016 *** 

FP base value 1.054 0.018 0.000 1.019 1.09 + 0.381 0.013 *** 

has repeated year 1.687 0.292 0.000 1.112 2.262 - 0.019 -0.005 *** 

intention to save 1.127 0.174 0.000 0.786 1.468 + 0.043 -0.007 *** x 

others 0.722 0.080 0.000 0.565 0.88 n.a. 0.123 -0.025 *** 

treatment - FP base value 0.441 0.089 0.000 0.265 0.616 + 0.037 0.010 *** 

treatment - has rep. year -0.375 0.459 0.586 -1.277 0.527 - 0.005 0.002 

treatment - int. to save 0.672 0.175 0.000 0.328 1.016 + 0.022 0.007 *** x 

treatment - others 0.905 0.122 0.000 0.666 1.145 n.a. 0.038 0.010 *** x 

FP base value - has rep. year 0.595 0.245 0.016 0.113 1.077 - 0.011 0.000 ** x 

FP base value - int. to save 0.072 0.122 0.555 -0.168 0.312 + 0.035 0.004 

FP base value - others 0.496 0.066 0.000 0.366 0.627 n.a. 0.090 0.01 *** 

has rep. year - int. to save -0.974 1.077 0.633 -3.091 1.144 - 0.002 -0.000 

has rep. year - others -0.679 0.566 0.769 -1.791 0.433 n.a. 0.006 0.001 

int. to save - others -0.442 0.306 0.851 -1.044 0.160 n.a. 0.024 0.002 

nbr. obs.: 13.874 model FE : yes ξ : 0.187 K : 393 φS 
00 : 0.994 

SVM 

β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 1.206 0.063 0.000 1.083 1.329 + 0.156 0.030 *** 

FP base value 1.008 0.019 0.000 0.970 1.046 + 0.535 0.008 *** x 

has repeated year -6.979 1.184 1.000 -9.307 -4.650 - 0.008 0.001 

intention to save 2.160 0.287 0.000 1.596 2.723 + 0.051 -0.000 *** 

others 0.132 0.033 0.000 0.066 0.197 n.a. 0.241 0.005 *** 

treatment - FP base value -966 -966 0.723 -966 -966 + 0.000 -0.000 

treatment - has rep. year -25.169 28.113 0.629 -80.456 30.118 - 0.000 0.000 

treatment - int. to save -229 -229.4 0.514 -229 -229 + 0.000 -0.000 

treatment - others 5.924 2.335 0.012 1.333 10.515 n.a. 0.002 -0.000 ** 

FP base value - has rep. year 69.515 36.964 0.061 -3.177 70 - 0.000 0.000 * 

FP base value - int. to save 511 511.4 0.017 93.159 511 + 0.000 0.000 ** 

FP base value - others -0.418 2.606 0.873 -5.544 4.707 n.a. 0.002 0.000 

has rep. year - int. to save 65.738 81.717 0.422 -94.965 66 - 0.000 0.000 

has rep. year - others -0.406 0.988 0.681 -2.348 1.536 n.a. 0.004 -0.000 

int. to save - others -2.703 10.212 0.791 -22.786 17.38 n.a. 0.001 0.000 

nbr. obs.: 13.874 model FE : yes ξ : 0.191 K : 361 φS 
00 : 1.023 

ANN 

β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 0.883 0.055 0.000 0.774 0.992 + 0.152 0.037 *** 

FP base value 1.124 0.019 0.000 1.087 1.161 + 0.410 0.008 *** 

has repeated year 1.912 0.361 0.000 1.195 2.629 - 0.014 -0.002 *** 

intention to save 0.842 0.187 0.000 0.471 1.213 + 0.059 -0.000 *** x 

others 0.043 0.020 0.035 0.003 0.083 n.a. 0.306 -0.005 ** 

treatment - FP base value -0.450 0.279 0.890 -1.004 0.104 + 0.003 -0.001 

treatment - has rep. year 1.276 2.836 0.654 -4.352 6.904 - 0.001 0.000 

treatment - int. to save 0.543 1.565 0.729 -2.563 3.650 + 0.001 -0.000 

treatment - others -0.174 0.158 0.727 -0.487 0.139 n.a. 0.010 -0.000 

FP base value - has rep. year 0.484 0.967 0.618 -1.434 2.402 - 0.001 0.000 

FP base value - int. to save 0.540 0.515 0.296 -0.481 1.562 + 0.002 -0.000 

FP base value - others -0.002 0.149 0.988 -0.297 0.292 n.a. 0.017 -0.000 

has rep. year - int. to save 0.068 2.569 0.979 -5.031 5.166 - 0.000 -0.000 

has rep. year - others 0.012 0.273 0.965 -0.530 0.554 n.a. 0.006 0.000 

int. to save - others -1.090 0.405 0.992 -1.894 -0.287 n.a. 0.007 0.000 

nbr. obs.: 13.874 model FE : yes ξ : 0.260 K : 98 φS 
00 : 1.008 

Table 1: Summary of Shapley regression for modelling students’ financial proficiency score (FP) from first 

follow-up study using all variables. Only terms for the main variables and interaction terms up to order two 

are shown for RF (upper part), SVM (middle part) and ANN (lower part). Others groups all remaining 

variables in one group for which no clear sign is available. The number of folds K for valid inference is 

calculated from (26) with convergence rates ξ taken from Fig. 4. φS 
00 is the model mean predicted value for 

the background dataset. Significance levels: ***: 0.01, **: 0.05, **: 0.1. Source: Bruhn et al. (2016) and 

author’s calculation. 
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RF 

β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 1.018 0.052 0.000 0.916 1.120 + 0.106 0.032 *** x 

FP base value 0.993 0.013 0.000 0.967 1.020 + 0.415 0.035 *** x 

has repeated year 1.256 0.118 0.000 1.024 1.487 - 0.087 0.009 *** 

intention to save 0.929 0.087 0.000 0.757 1.101 + 0.072 0.002 *** x 

treatment - FP base value 0.797 0.071 0.000 0.658 0.936 + 0.034 0.003 *** 

treatment - has rep. year 0.749 0.358 0.037 0.046 1.453 - 0.008 -0.000 ** x 

treatment - int. to save 0.220 0.236 0.353 -0.245 0.684 + 0.013 -0.000 

FP base value - has rep. year 0.510 0.169 0.003 0.179 0.842 - 0.045 -0.001 *** 

FP base value - int. to save 0.864 0.071 0.000 0.725 1.003 + 0.089 -0.001 *** x 

has rep. year - int. to save 0.906 0.334 0.007 0.249 1.562 - 0.021 -0.000 *** x 

treatment-FP base value - has rep. year 0.618 0.140 0.000 0.343 0.893 - 0.024 -0.000 *** 

treatment-FP base value - int. to save 0.936 0.077 0.000 0.784 1.088 + 0.039 0.001 *** x 

treatment-has rep. year - int. to save 1.038 0.333 0.002 0.384 1.692 - 0.010 0.001 *** x 

FP base value - has rep. year - int. to save 0.798 0.168 0.000 0.467 1.128 - 0.036 0.000 *** x 

nbr. obs.: 13.874 model FE : yes ξ : 0.187 K : 393 φS 
00 : 0.946 

SVM 

β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 1.069 0.075 0.000 0.922 1.216 + 0.162 0.031 *** x 

FP base value 0.894 0.021 0.000 0.852 0.936 + 0.591 0.036 *** 

has repeated year 0.677 0.130 0.000 0.422 0.933 - 0.144 0.012 *** 

intention to save 0.573 0.151 0.000 0.276 0.871 + 0.102 0.002 *** 

treatment - FP base value -2.557 -2.6 0.992 -3 -3 + 0.000 0.000 

treatment - has rep. year -717 -717.1 1.000 -717 -717 - 0.000 -0.000 

treatment - int. to save -1753 -1753 1.000 -1753 -1753 + 0.000 -0.000 

FP base value - has rep. year 57.141 41.619 0.171 -24.705 57 - 0.000 0.000 

FP base value - int. to save 335 334.7 0.010 79.448 335 + 0.000 0.000 ** 

has rep. year - int. to save 173 74.417 0.020 27.131 173 - 0.000 0.000 ** 

treatment - FP base value - has rep. year 702800 702800 0.728 702800 702800 - 0.000 0.000 

treatment - FP base value - int. to save 3.243e+06 3.243e+06 0.424 3.243e+06 3.243e+06 + 0.000 -0.000 

treatment - has rep. year - int. to save 1.139e+06 1.139e+06 0.002 1.139e+06 1.139e+06 - 0.000 -0.000 *** 

FP base value - has rep. year - int. to save 45560 45560 0.952 45560 45560 - 0.000 0.000 

nbr. obs.: 13.874 model FE : yes ξ : 0.191 K : 361 φS 
00 : 0.960 

ANN 

β̂S se( ̂βS ) pH0 β̂S 
2.5% β̂S 

97.5% sign |ΓS | Γ̄S α-level robust 

treatment 0.996 0.050 0.000 0.898 1.095 + 0.161 0.035 *** x 

FP base value 1.009 0.014 0.000 0.981 1.037 + 0.516 0.031 *** x 

has repeated year 1.005 0.092 0.000 0.822 1.187 - 0.137 0.010 *** x 

intention to save 1.048 0.114 0.000 0.821 1.275 + 0.091 0.001 *** x 

treatment - FP base value 0.915 0.294 0.002 0.332 1.498 + 0.013 0.001 *** x 

treatment - has rep. year -0.068 0.337 0.842 -0.737 0.602 - 0.009 0.000 

treatment - int. to save 1.369 0.712 0.057 -0.044 2.782 + 0.004 0.000 * 

FP base value - has rep. year 0.941 0.125 0.000 0.693 1.188 - 0.027 0.003 *** x 

FP base value - int. to save -0.250 0.581 0.668 -1.403 0.904 + 0.010 0.001 

has rep. year - int. to save -0.019 0.395 0.961 -0.804 0.765 - 0.012 0.001 

treatment - FP base value - has rep. year 0.424 0.440 0.338 -0.450 1.297 - 0.006 -0.000 

treatment - FP base value - int. to save -0.888 0.732 0.772 -2.341 0.564 + 0.004 -0.000 

treatment - has rep. year - int. to save 0.274 1.091 0.802 -1.891 2.439 - 0.004 -0.000 

FP base value - has rep. year - int. to save -0.696 0.725 0.660 -2.136 0.744 - 0.007 -0.000 

nbr. obs.: 13.874 model FE : yes ξ : 0.260 K : 98 φS 
00 : 0.944 

Table 2: Summary of Shapley regression for modelling students’ financial proficiency score (FP) from 

first follow-up study using only the main variables. Interaction terms up to order three are shown for RF 

(upper part), SVM (middle part) and ANN (lower part). The number of folds K for valid inference is 

calculated from (26) with convergence rates ξ taken from Fig. 4. φS 
00 is the model mean predicted value for 

the background dataset. Significance levels: ***: 0.01, **: 0.05, **: 0.1. Source: Bruhn et al. (2016) and 

author’s calculation. 



Proofs 

Proof of Proposition 2.1 

Without loss of generality, we can write f̂  in terms of linear and non-linear components, 

f̂(x) = f̂  
l(x) + f̂  

nl(x), e.g. using a Taylor expansion. The Shapley decomposition can then 

be written as 
nX 

ΦS (x) = φS
k = f(x) = f̂  

l(x) + f̂  
nl(x) = f̂  

l(x) = xβ.ˆ (43) 
k=0 

The first step follows from local accuracy and the third from the assumption of linearity. 

Properties (1)-(5) can be easily verified. 

Proof of Proposition 2.2 

Without loss of generality, we can consider a function of either only one variable or only 

variable coalitions of one variable k, i.e. x0 = ∅ on the LHS of (10). Then, 

f − f 0 = φS 
0 (f) + φS

k (f) − φ0 
S (f 0) − φS

k (f) ≥ 
! 
0 . (44) 

We need φS 
0 (f) ≥ φS 

0 (f
0) for this inequality to hold. Since must be true for the negative 

of both functions and changing their order for strong monotonicity to hold, we arrive at 

φS 
0 (f) = φS 

0 (f
0). 

Proof of Proposition 3.1 

Without loss of generality, we can again write f̂  in terms of a linear and a non-linear com-

ponent, f̂(x) = f̂  
l(x) + f̂  

nl(x). The Shapley regression can then be written as 

n nX X 
ΦS (x)β̂S = φS β̂S = (φS βS = φS

l (x)β̂
S = f̂  

l(x)β̂
S = x diag(β̂)β̂S = xβ.ˆ (45)k k k,l + φS

k,nl)
ˆ 
k 

k=0 k=0 

The last two steps follows from Proposition 1 and the uniqueness of the coefficients β̂  as solu-

tion to the convex least-squared problem. This can be made explicit for the OLS estimator. 

By setting x → x diag(β̂) ≡ xDβ̂, one obtains 

xDβ̂y Dβ̂  Xy 
β̂S = D−1 ˆ= = 

T β̂  β = 1n+1 . (46)
(xDβ̂)

T (xDβ̂) D2
ˆ x x 
β 

Proof of Theorem 4.1 

I provide proofs for analytic and non-analytic models, reflecting prominent model types from 

machine learning. Analytic models f̂(x, θ) are differentiable almost everywhere (ANN and 

SVM in our case). 

Proof. (analytic models): Let f̂(θ, x) be a function of inputs x ∈ Rn and parameters θ ∈ Rq, 

which is (d0 + 1) times differentiable, where d0 is the degree of the highest polynomial pd
0 
(x) 
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of the DGP f(β, x), such that the Taylor expansion of f̂  exists. Then, there exists an open 

interval Ω ⊂ Rn where the difference between f and f̂  is error consistent for each x0 ∈ Ω 

around a. Namely, 

nX� � � � 
d f̂ (d0+1)(c), (x 0 − a)(n−d)f − f̂ (x 0) = βk − β̂  

k pk(x 0 − a) + R . (47) 
Ω 

k=0 

That is, the polynomial expansion of f̂  around a will be functionally identical to f up to a 

residual R with c between x0 and a. By assumption, (47) vanishes with increasing sample 

size, from which follows (β − β̂, R) → 0, as m →∞. 

Second, non-analytic models are tree-based models with f̂(x) ≡ Txθ (x) = hxθi x, with Txθ 

describing the set leaf nodes of the model from training. Usually, |T | → ∞, as |xtrain| → ∞. 
Examples are classification trees, random forests or extreme trees (Geurts et al. (2006)). The 

main difference to analytic models is that tree-based models are not differentiable. However, 

many tree-based models are based on bagging (e.g. forests) which smoothens model output 

(Bühlmann and Yu (2002)). 

Proof. (non-analytic tree-based models): Let x0 ∈ Ω ⊆ D, where D is the domain of f and Ω 

is the leaf node region of x0 , with |Ω| being the number of xθ in this region. The difference 

between f and f̂  can then be written as 

n |Ω|X X 
0) d 0) − 

1 ˆ df − f̂ (x = βkpk(x βkpk(xj ) 
Ω |Ω|

k=1 j=1 

1 X�X� �� 
= 

|Ω| n 

|Ω|βkp d(x 0) − β̂  
kp d(xj ) (48)

|Ω| k k 
j=1 k=1 

nX � � 
= p dk(x 0) βk − β̂  

k . 
k=1 

We used the model optimising condition that values x0 fall into leave nodes with the same 

expected value, i.e. hxj iΩ = x0 in the limit m → ∞. The above expression can then only 

vanish if β − β̂  → 0 as m →∞. 

Proof of Corollary 4.1 

For each � > 0 there is a neighbourhood Bδ of radius δ > 0 around every x0 ∈ Ω, such that 

|f − f̂ |x < �. For each Bδ and �, there will be an large enough n0 such that there exist δ0 ≤ δ0 

+ �00 0 < �00 0and �0 and �00 with �0 < � for which |f − f̂ |x < �0 and |f̂  − f̂  
p|x . The conclusion 

follows form the assumption of error consistency. 
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Proof of Theorem 4.2 

The second part is a consequence of error consistency. For the first part, it is enough to 

show that the difference between Ψ̂ and Ψ? vanishes beyond nu. Here, 

C C CX X X 
0 = Ψ ∗ − β̂S ˆ ψ ∗ β̂S ˆ ψ ∗ − ˆΨ = − ψc = ψc . (49)c c c 

c=1 c=1 c=1 

ˆThe RHS of Eq. 49 only vanishes if ψ∗ = ψc, ∀c ∈ {1, . . . , C}.c 
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