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Abstract
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1 Introduction

Standard models of the transmission mechanism of monetary policy assume that banks
play no role. In these models, interest rates are entirely determined by the policy rate and
its expected path. There are features of the data, however, that are inconsistent with these
models and suggest that banks are relevant for monetary policy transmission.

This paper investigates the monetary transmission mechanism by focusing on the ef-
fects of monetary policy changes on real activity through the banking sector and the deposit
market. Specifically, I study a general equilibrium monetary model which is consistent
with three key facts about monetary policy transmission. First, pass-through of the policy
rate to deposit rates is imperfect1 (see e.g. Berger and Hannan 1989 and Figure 1a). Sec-
ond, with imperfect pass-through to deposit rates, the opportunity cost of holding deposits
increases when the policy rate increases. Accordingly, depositors withdraw their savings
from banks in order to invest them into higher yielding assets, and banks have to compen-
sate the outflow of deposits with other liabilities. This phenomenon is described in Figure
1b, where a clear negative correlation emerges between the year-over-year change in the 3-
month T-bill rate and in the share of banks’ total liabilities accounted for by transaction and
savings deposits. In Section 2 I show that both features of monetary policy transmission
are causal, using monetary policy shocks identified through external instruments. Third, I
show that credit spreads – in particular spreads on mortgages and banks’ short-term non-
deposit debt – increase in response to contractionary monetary policy shocks, a point also
made by Gertler and Karadi (2015) using different shocks and empirical model.

I extend a borrower-saver model with housing in the tradition of Iacoviello (2005) to
include banks that intermediate funds between savers and borrowers and have market
power in the deposit market. Banks borrow through short-term deposits and bonds from
savers and lend in fixed-rate mortgages to borrowers.2 Savers value services from deposits
in the utility function and perceive deposits at different banks as being differentiated. Bor-
rowers derive utility from housing services and are subject to a borrowing limit. Motivated
by evidence that turnover of banks’ customers and depositors is limited, implying that the
customer and depositor base of banks is persistent3, I assume that banks set deposit rates
considering that the deposit demand they face has a dynamic component: it depends on
current and past deposit rates. In order to capture the dynamic component of deposit
demand I use “deep habits” following Ravn et al. (2006). Deep habits is a common speci-

1Even after interest-rate ceilings on deposits have been phased-out in the 1980’s.
2Duration mismatch is a standard feature of modern commercial banks’ portfolios (e.g. Begenau et al.

2015). Banks do not appear to use interest-rate derivatives to hedge the corresponding interest-rate risk.
3I discuss the evidence concerning deposits in Appendix I.
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(a) Risk-free Rate vs. Deposit Rate (b) Deposits/Liabilities vs. Risk-free Rate

Figure 1

fication in macroeconomic models to represent persistence in the customer base of a firm
due to switching costs or repeated purchase in customer markets. Furthermore, banks are
subject to a dividend-smoothing motive, and therefore they are not indifferent about the
timing of the cash flows they earn from intermediating funds. Floyd et al. (2015) argue
that banks have a more stable propensity to pay dividends than industrials. The dividend-
smoothing motive is captured through a convex cost that banks incur if dividends deviate
from a target level, as assumed for instance by Jermann and Quadrini (2012) in a model
with firms. Finally, savers are subject to a financial friction which limits arbitrage in the
market for banks’ bonds. The friction takes the form of a convex portfolio-adjustment cost.
Facing this cost, savers require banks to pay a rate on bonds that is higher than the risk-
free rate, and the rate increases if banks want to increase their share of assets financed
through bonds. This is meant to capture the feature that banks have a limited pool of non-
deposit borrowing available, and in particular that this source of funding is less stable than
deposits (Hanson et al., 2015). Therefore, lenders to banks would require a higher compen-
sation for the additional rollover risk the bank takes when it finances a larger share of its
assets through non-deposit liabilities.

I propose a novel mechanism that generates imperfect pass-through of changes in the
policy rate to deposit rates. The mechanism relies on three main features: i) banks have
market power in the deposit market and face a deposit demand with a dynamic com-
ponent, ii) they manage a duration-mismatched portfolio, and iii) they are subject to a
dividend-smoothing motive. When the policy rate increases, the cost of banks’ short-term
debt increases. While new mortgages price-in the higher level of rates, mortgages issued
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before the rate change have their rate locked-in in the short run. Hence, banks face a trade-
off. If a bank increases the deposit rate as much as the policy rate, it loses current profits.
If it keeps the deposit rate low, the bank experiences an outflow of deposits, as depositors
prefer to earn a higher rate by investing their savings elsewhere. This is costly for the bank
in an environment where deposit demand has a dynamic component. If the bank loses
current deposits, the demand it will face in the future will also be low. Attracting more
deposits in the future will then require a higher deposit rate than otherwise. In the end,
banks decide to increase the deposit rate partially, smoothing their profits without losing
an excessive amount of deposits. I show that each of the three main assumptions - dy-
namic deposit demand, duration mismatch, and dividend smoothing - is essential in order
to obtain a realistic degree of imperfect pass-through to deposit rates in the model.

Then, I use the model to investigate the implications of this imperfect pass-through for
monetary policy transmission. With the portfolio-adjustment cost, the trade-off faced by
banks when the policy rate increases becomes more involved. As banks keep deposit rates
low in order to smooth profits, deposits flow out. However, banks still have to finance the
assets on their balance sheets, thus they substitute deposits with bonds. The substitution
towards bond financing leads to an increase in the bond rate banks have to pay above
the risk-free rate. In turn, banks pass the higher bond rate they face at the margin to the
rate on new mortgages originated after the monetary policy shock. As a consequence of
the stronger response in mortgage rates, borrowing demand decreases by more relative
to the case with perfect pass-through – where there is no outflow of deposits because their
opportunity cost is constant. Since borrowers have a high marginal propensity to consume,
as they cut borrowing by more they also cut consumption by more, leading to a 4% larger
decrease in output on impact (2% over the first year) relative to the case with perfect pass-
through.

Relatedly, Drechsler et al. (2017) show that US counties served by banks that raise de-
posits in more concentrated markets – and thus have lower pass-through to deposit rates
– experience a larger reduction in employment relative to other counties, following an in-
crease in the Federal funds rate. This evidence is cross-sectional and does not necessarily
imply a similar effect of imperfect pass-through to deposit rates in the aggregate. My paper
fills the gap by showing that a monetary model that captures multiple dimensions of mon-
etary policy transmission implies that imperfect pass-through to deposit rates amplifies the
aggregate impact of monetary policy and quantifies the effect.

Finally, I provide two main validations of the model. First, I compare local projections of
financial and real variables with a monetary policy shock vs. impulse response functions to
the same shock from the model, verifying that model variables track quite closely their em-
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pirical counterparts. Second, using bank panel data, I find that banks whose balance sheets
have a larger gap in duration between assets and liabilities have lower pass-through to de-
posit rates. This is consistent with the model implication that, if banks held all adjustable-
rate mortgages i.e. assets with the same duration as liabilities, then pass-through would be
full, while with long-duration assets such as fixed-rate mortgages, pass-through is imper-
fect.

Literature

This paper is related to several strands of the economics literature. In proposing a novel
mechanism that generates imperfect pass-through to deposit rates, it contributes to the
large literature that studies deposit pricing. In particular, Sharpe (1997), Shy (2002), Han-
nan and Adams (2011) and Carbo-Valverde et al. (2011) focus on switching costs as the
key friction that gives banks market power and allows them to slowly adjust deposit rates
in response to changes in the short-term rate. Since deep habits for deposits induce a dy-
namic pricing problem for the bank which is analogous to that of models with switching
costs, this paper represents the first application of this pricing channel to deposit rates in a
macroeconomic model.

Starting with Aliaga-Dı́az and Olivero (2010), deep habits have been applied to the asset
side of banks’ balance sheets in order to capture the effect of hold-up problems between
firms and banks on the cost of firms’ external finance. Kravik and Mimir (2019) use a
combination of CES demand for deposits at different banks, inertia in aggregate deposits,
and cost of adjusting deposit rates. However, in their model banks do not consider the
dynamic component of deposit demand when setting deposit rates. In this sense, my paper
is the first to use deep habits to represent a pricing friction on the liability side of banks’
balance sheets.

The mechanism developed in this paper is also related to Ravn et al. (2006) and espe-
cially Gilchrist et al. (2017), who combine deep habits and costly external finance in order
to generate movements in the optimal markup chosen by firms. The most important differ-
ence relative to them is that my mechanism also relies on a peculiar feature of the banking
sector, namely duration transformation, in order to generate fluctuations in profits and
induce banks to change markups in the deposit market.

A number of recent papers have studied imperfect pass-through to deposit rates and
monetary policy. Drechsler et al. (2017) find that stronger market power by a bank in the
local deposit market reduces the degree of pass-through of the policy rate to the bank’s
deposit rate relative to other banks, generates a larger outflow of deposits, and a stronger
contraction in lending and employment across counties. Among dynamic general equilib-
rium models, Gerali et al. (2010) assume that changing deposit rates is subject to convex
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adjustment costs in order to generate partial pass-through to deposit rates. Di Tella and
Kurlat (2020) assume that banks are subject to a binding leverage constraint that requires
deposit supply to be a multiple of banks’ market value of net worth. Given the assumption
that households derive utility from liquidity services provided by deposits, the deposit
spread increases with the short-term rate as the market value of banks’ long-duration as-
sets and net worth decrease. Brunnermeier and Koby (2018) introduce variation in the
degree of pass-through with the level of the short-term rate by assuming that the propen-
sity of depositors to shop for rates across banks decreases with the level of the short-term
rate. Wang (2018) shows empirically that low policy rates shift the cost of financial inter-
mediation from depositors to borrowers and weaken monetary policy transmission as the
level of rates decreases towards the effective lower-bound. These facts are rationalized by
a model where banks are subject to a borrowing constraint and finance their assets through
deposits and equity, and where savers can substitute between deposits and currency. Rela-
tive to these papers, my contribution is to develop a model with a different mechanism that
can account for the extent of pass-through documented by Drechsler et al. (2017), while
capturing substitution between deposits and non-deposit liabilities and overshooting of
borrowing rates relative to the policy rate, as observed in the data. Moreover, I show that
Drechsler et al. (2017)’s cross-sectional evidence on larger real effects of monetary policy
with lower pass-through to deposit rates extends to the aggregate economy.

Finally, the structure of the model with borrowers, savers and mortgages analyzed in
this paper is based on Greenwald (2018). In addition to the different focus on the deposits
market, my main novelty is the introduction of a banking sector between borrowers and
savers, which offers an endogenous channel for the term premium/mortgage spread shock
studied in Greenwald (2018).

Outline

The rest of the paper is organized as follows. Section 2 shows the empirical evidence on the
effects of monetary policy on bank variables and interest spreads. Section 3 develops the
dynamic general equilibrium model and discusses the mechanism that generates imperfect
pass-through to deposit rates. Section 4 describes the baseline parameterization of the
model. Section 5 provides further illustration of the mechanisms and discusses how the
assumptions of the model are essential in generating the degree of imperfect pass-through
observed in the data. Section 6 assesses the model against the empirical evidence and
studies the relationship between duration mismatch and pass-through to deposit rates in
the model and the data. Section 7 explores the implications of imperfect pass-through for
monetary policy transmission. Section 8 concludes.
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2 Evidence

This section presents the three facts about monetary policy transmissions which are the
focus of the paper: i) imperfect pass-through to deposit rates, effect of monetary shocks on
ii) deposit balances and other bank liabilities, and effect on iii) credit spreads.

First, I confirm that, in the aggregate, following a monetary shock that increases US
risk-free rates, deposit rates at US banks increase only partially, deposit balances decrease
and banks substitute deposits with non-deposit liabilities. Using a different identification
strategy, Drechsler et al. (2017) show evidence of these patterns in the cross-section, al-
though - as pointed out by Repullo (2020) - their panel data evidence does not necessarily
translate into implications for aggregate deposits and non-deposit liabilities.

I use local projections of the variables of interest with an external instrument for mone-
tary policy shocks, in the spirit of Jordà (2005) and Mertens and Ravn (2013). I choose the
“informationally-robust” monetary policy shocks constructed by Miranda-Agrippino and
Ricco (2020) as the instrument for changes in US monetary policy. These shocks consist
of surprises in the 3-month-ahead Federal funds futures over 30-minute windows around
FOMC announcements, projected on Greenbook forecasts and forecast revisions for real
GDP growth, inflation and unemployment and past market surprises to control for the
Federal Reserve’s information channel. I estimate quarterly4 local projections between 1987
and 2013 of the form

yt+h = αh + βhit + ΓhXt−1 + uy
t+h (1)

where yt+h is either i) the average deposit rate for the aggregate of US commercial banks
- computed as the ratio of interest expense on deposits to the stock of deposits, ii) the
natural logarithm of real deposits, iii) the natural logarithm of real non-deposit liabilities,
iv) the ratio of non-deposit liabilities to total liabilities of banks, all computed from US Call
Report data.5 Deposits correspond to transaction and savings deposits, consistently with
how deposits are treated in the model of Section 3.

Denote by zi
t a monetary policy shock. Then, zi

t is the instrument for the policy indicator
it in Equation (1), which I set as the 1-year US Treasury bond rate in order to capture
also the effects of forward guidance (Gertler and Karadi, 2015). Xt−1 collects a number
of controls, chosen following Miranda-Agrippino and Ricco (2020): four lags of industrial

4Since in a given quarter there can be more than one FOMC announcement, I follow e.g. Wong (2021) and
Jeenas (2018) and sum all shocks over each quarter.

5I use quarterly local projections since US Call Report data are only available at quarterly frequency. Real
variables are obtained by deflating the corresponding nominal variables using the consumer price index for
all urban consumers.
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Source: US Call Reports, various Federal Reserve releases, Miranda-Agrippino and Ricco (2020) monetary
shocks, Q1 1987 - Q4 2013. Shaded areas correspond to 90% confidence bands (with HAC standard errors).

Figure 2: Local Projections of Bank Variables with Monetary Policy Shock

production, the unemployment rate, a consumer price index, a commodity price index,
the Gilchrist and Zakrajšek (2012) excess bond premium, the policy indicator it, and the
response variable yt.6

Figure 2 shows the first set of results. The first panel describes the response of the 1-
year Treasury bond rate to the monetary shock, normalized to increase by 25 bps on impact.
Following the exogenous increase in the policy indicator, deposit rates adjust only partially,
deposits decrease and banks’ non-deposit debt increases.

Next, I show that monetary policy shocks affect credit spreads, using different shocks
and empirical model than Gertler and Karadi (2015), and extending the result to interbank
spreads. Given the structure of the model introduced in Section 3, I focus on the mortgage
spread and the TED spread. The mortgage spread is computed as the difference between
the US average 30-year mortgage rate provided by Freddie Mac and the 10-year Treasury
bond rate, as in Gertler and Karadi (2015). The TED spread is the spread between the 3-

6Appendix B provides details on the data and shows local projections of macroeconomic variables with
the monetary policy shock, which display the usual patterns.
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month LIBOR and the 3-month Treasury bill rate, capturing the average spread on banks’
non-deposit borrowing at the margin.

Figure 3 presents local projections of these variables with the same Miranda-Agrippino
and Ricco (2020) instrument used before and the same specification of Equation (1), high-
lighting the substantial response of the TED spread and the more muted response of the
mortgage spread to the monetary policy shock.

Source: Federal Reserve H.15 and Interest Rate Spreads releases, Freddie Mac Primary Mortgage Market
Survey, Miranda-Agrippino and Ricco (2020) monetary shocks, Q1 1987 - Q4 2013. Shaded areas correspond
to 90% confidence bands (with HAC standard errors).

Figure 3: Local Projections of Interest Spreads with Monetary Policy Shock

3 Model

This section describes the model and discusses some of the agents’ main first-order condi-
tions. All equilibrium conditions are listed in Appendix A.

Time is discrete and infinite. There are four types of agents in the economy: two families
of households, commercial banks and a production sector.

Each family consists of a continuum of households. One of the main differences be-
tween households in the two families is their rate of time preference: one family comprises
more patient households (“savers”, s) and the other comprises more impatient households
(“borrowers”, b). The respective measures of the two families are χ and 1− χ.

The economy is populated by a unit measure of banks. Banks intermediate funds be-
tween savers and borrowers, engaging in duration transformation by lending in fixed-rate
mortgages to borrowers and borrowing in short-term deposits and bonds from savers. Be-
cause savers perceive deposits at different banks as being differentiated, banks enjoy mar-
ket power in setting deposit rates. Since there is a continuum of banks, there is no strategic
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interaction among them in setting deposit rates. A unit measure of monopolistically com-
petitive firms hire labor from households to produce intermediate goods under a nominal
rigidity, while a representative final good producer transforms intermediate goods into the
final good. Finally, the central bank sets the nominal risk-free rate according to a Taylor
rule.

Markets are incomplete with respect to aggregate shocks: borrowers can only borrow
through fixed-rate mortgages and are subject to a borrowing limit, and savers con only
save in banks’ deposits, banks’ bonds and government bonds. All these assets are non-
contingent with respect to aggregates.

The economy is subject to three aggregate shocks: a total factor productivity (TFP)
shock, and two monetary shocks in the Taylor rule - a standard transitory shock and a
persistent inflation-target shock. The latter corresponds to persistent changes in monetary
policy as in Smets and Wouters (2003), Ireland (2007), Garriga et al. (2017) and Greenwald
(2018). It allows the central bank to shift long-term nominal interest rates, in addition to
short-term rates, in an environment with fixed-rate mortgages.

Preferences

I represent the demand for deposits by savers using a money-in-the-utility function specifi-
cation.7 Moreover, I assume that savers are subject to “deep habits” for deposits offered by
different banks. Deep habits are a common specification in macroeconomic models to rep-
resent persistence in the customer base faced by firms due to switching costs (Klemperer,
1995) or repeated purchase in customer markets (Phelps and Winter, 1970), as in Ravn et al.
(2006) and Gilchrist et al. (2017) among others.

Accordingly, a saver s derives utility from consumption of the final good Cs
t and deposit

holdings at banks {ds
jt}1

j=0, and disutility from labor Ns
t . Her period-utility function is

Us (Cs
t , Ns

t , Ds
t
)
=

(
Cs

t
χ

)1− 1
σ − 1

1− 1
σ

+ ψ

(
Ds

t
χ

)1− 1
γ − 1

1− 1
γ

− ζs

(
Ns

t
χ

)1+ε

1 + ε
(2)

where

Ds
t =

[∫ 1

0

(
ds

jtS
θ
j,t−1

)1− 1
η dj

] η
η−1

, η > 1 and θ > 0

7Following Sidrauski (1967), several macroeconomic models have used this specification to capture non-
pecuniary benefits enjoyed by households from holding money-like-assets. These benefits could arise due
to exposure to liquidity shocks (Diamond and Dybvig, 1983) or transaction and liquidity costs (Baumol,
1952, Tobin, 1956). Feenstra (1986) shows that models with money-in-the-utility and models with transac-
tion/liquidity costs are functionally equivalent.
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is a CES aggregator of utility derived from the continuum of deposits held.8 This function
captures how the saver values deposits at different banks in the utility function. The pa-
rameter η governs the elasticity of substitution of deposits across banks, Sj,t−1 is bank j’s
deposit habit stock at the end of period t− 1, while θ is the degree of habit formation.9 The
bank-specific habit stock is taken as given by the saver as I assume that habits are exter-
nal.10 Its law of motion is described in Section 3.2 when discussing the problem of a bank.
In the utility function (2), σ is the elasticity of intertemporal substitution, ψ and γ govern
weight and curvature with respect to the CES aggregate of utility from deposits Ds

t , ζs is the
weight on disutility from labor supply and ε is the inverse Frish elasticity of labor supply.

Borrowers have separable preferences over consumption of the final good Cb
t , housing

services from houses purchased in the previous period Ht−1, and labor supply Nb
t . Their

preferences take the form

Ub
(

Cb
t , Nb

t , Ht−1

)
=

(
Cb

t
1−χ

)1− 1
σ

− 1

1− 1
σ

+ ϕ log
(

Ht−1

1− χ

)
− ζb

(
Nb

t
1−χ

)1+ε

1 + ε

where the new parameter ϕ governs the weight on housing services in the utility function.

Financial Assets

There are four nominal assets in the economy: government bonds, mortgages, banks’ de-
posits and banks’ bonds.

Government bonds pay the risk-free rate 1 + it in period t + 1 for each dollar invested
in the previous period. They are available in zero-net supply.

The representation of fixed-rate mortgages follows Greenwald (2018). A mortgage is a
nominal perpetuity with geometrically decaying payments, as standard in the literature.
Letting q∗t be the equilibrium coupon rate on the mortgage at origination, the bank lends
one dollar to the borrower in exchange for (1− ν)kq∗t dollars in each future period t + k
until the mortgage is prepaid, where ν is the fraction of principal paid in each period.

8While these preferences represent one saver household as holding deposits at each bank, Appendix C
discusses how this can be interpreted as the aggregate outcome of decisions made by individual members of
a household each to hold deposits at a single bank, using a discrete choice model (Anderson et al., 1987) or a
characteristics model (Anderson et al., 1989).

9If θ = 0, the habit drops from the saver’s problem.
10This makes the problem more tractable, as current deposit demand depends only on current rates (Ravn

et al., 2006). As studied by Nakamura and Steinsson (2011), if the evolution of the habit specific to each variety
is internalized by the customer, a time-inconsistency issue arises. Due to the lock-in effect, when deciding her
demand, the customer takes into account not only the current price, but also future prices. Thus, the price
setter has an incentive to promise low prices in the future. However, when the future comes, the price setter
prefers to renege on the promise.
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Prepayment allows the borrower to repay all remaining principal due on the mortgage,
and borrow in a new mortgage. In order to have partial prepayment in any period, it is
assumed that any borrower faces an iid transaction cost when prepaying.

In order to finance their assets, banks issue one-period nominal deposits and bonds to
savers. As discussed, banks’ deposits are valued for their services by savers, in addition
to the return they earn. One dollar of deposits acquired in period t from bank j generates
utility to savers in the same period and pays a rate 1 + id

jt in the following period. This
implies a convenience yield on banks’ deposits relative to the risk-free rate.

Bonds issued by different banks are perfectly substitutable, thus they pay the same rate
1 + iB

t in period t + 1 per dollar invested in t. I assume that banks’ bonds are not perfectly
substitutable with government bonds due to a portfolio-adjustment cost faced by savers
as e.g. in Gertler and Karadi (2013). This financial friction implies that the rate on banks’
bonds will in general be higher than the risk-free rate. Finally, since bonds represent all
non-deposit funding of banks, and large banks in particular are not fully deposit-funded, I
assume that only non-negative holdings of bonds are admissible.

Housing

Since the housing market is not the main focus of the paper, for simplicity I assume that
only borrowers obtain a service flow from holding houses and actively trade in the market.
In each period, they pay a fraction δ of the market value of their housing stock as mainte-
nance cost. Moreover, housing is in fixed supply H̄, which implies that borrowers’ demand
for housing determines entirely its price.11

3.1 Savers

Each saver s chooses consumption Cs
t , labor supply Ns

t , holdings of government bonds
As

t , holdings of banks’ bonds Bs
t and deposits ds

jt at each bank j ∈ [0,1] to maximize the
expected present discounted value of utility

E0

[
∞

∑
t=0

βt
sU

s (Cs
t , Ns

t , Ds
t
)]

, βs ∈ (0,1)

subject to a sequence of budget constraints, which in real terms are

Cs
t + As

t +
∫ 1

0
ds

jt dj + Bs
t + Θ(Bs

t , Mt) ≤ (1− τy)WtNs
t +

1 + it−1

Πt
As

t−1 +
∫ 1

0

1 + id
j,t−1

Πt
ds

j,t−1 dj

+
1 + iB

t−1
Πt

Bs
t−1 + Ts

t + Ξs
t

11These assumptions are common to Greenwald (2018) and Faria-e-Castro (2018).
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where Πt ≡ Pt/Pt−1 is the gross rate of inflation between t− 1 and t, Wt is the real wage, it ,
id
jt and iB

t are nominal rates on government bonds, deposits and banks’ bonds respectively,
τy is a linear tax on labor income rebated to the household at the end of the period through
Ts

t , and Ξs
t collects real profits from firms and dividends paid by banks, as they are owned

by savers. Θ(Bs
t , Mt) is the convex function of bank bond holdings Bs

t which introduces
the financial friction in the model, breaking no-arbitrage between government and banks’
bonds. I assume the function takes the form

Θ(Bs
t , Mt) =

κB

2

(
Bs

t
Mt
− υB

)2

Mt

where Mt are total bank assets - taken as given by savers. The ratio Bs
t /Mt is the share of

bonds the saver is supplying to banks relative to total bank assets.
Defining the saver’s discount factor as

Λs
t,t+1 ≡ βs

Us
Cs

t+1

Us
Cs

t

,

the first-order condition for government bond holdings is the standard Euler equation

1 = Et

[
Λs

t,t+1

Πt+1

]
(1 + it)

The Euler equation for the choice of banks’ bonds to hold is

Et

[
Λs

t,t+1

Πt+1

]
(iB

t − it) = κB
(

Bs
t

Mt
− υB

)
,

with a positive rhs in the deterministic steady state. The financial friction captures in
reduced-form that savers have a limited risk-bearing capacity: they are not willing to hold
any amount of banks’ bonds at the risk-free rate. As savers are not able to fully absorb the
demand for non-deposit funding by banks, the rate that banks need to offer on bonds has
to increase above the risk-free rate, and arbitrage of asset returns is incomplete. The idea
behind this friction is that the larger the share of banks’ assets financed through bonds,
the more the lenders become concerned about rollover risk of such short-term non-deposit
liabilities - generally considered a less-stable form of funding than deposits (Hanson et al.,
2015). As a result, a larger spread opens up between the bank bond rate and the risk-free
rate.

The saver’s problem also yields an Euler equation for deposits at a bank j, ds
jt, which

writes

Et

[
Λs

t,t+1

Πt+1

]
(it − id

jt)︸ ︷︷ ︸
≡ md

jt, bank j’s deposit spread

=
Us

Ds
t

∂Ds
t

∂ds
jt

Us
Cs

t

(3)
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This equation sets the marginal cost of holding deposits at bank j equal to its marginal
benefit in equilibrium. The lhs is the opportunity cost of holding one dollar of deposits at
bank j, in terms of forgone interest with respect to investing it at the risk-free rate it. This
is the deposit spread offered by bank j, md

jt. Because this cost is nominal and incurred at
the beginning of the following period, it is discounted to the beginning of period t using
the discount factor for nominal payoffs. The rhs in turn is the marginal rate of substitution
between consumption and deposits at bank j.

As shown in Appendix D, equation (3) allows to obtain closed-form solutions for de-
posit demands. Saver s’s deposit demand from bank j has a standard CES form,

ds
jt =

md
jt

m̃d
t

−η

Sθ(η−1)
j,t−1 Ds

t (4)

where m̃d
t ≡

[∫ 1
0

(
md

jtS
−θ
j,t−1

)1−η
] 1

1−η

is the (habit-adjusted) average cost of holding deposits

in the market. As expected, deposit demand is decreasing in the opportunity cost of hold-
ing deposits at bank j, md

jt/m̃d
t , and increasing in the habit stock Sj,t−1 and aggregate (habit-

adjusted) deposit demand Ds
t .

Because there is full insurance across saver households within the family, the solution to
the problem aggregates to that of a representative saver. In particular, the saver’s discount
factor Λs

t,t+1 is unique. Thereafter, I will denote by s all variables that refer to the repre-
sentative saver, when otherwise confusion would arise with respect to borrowers. Since
government bonds, deposits and banks’ bonds are only held by savers, the index s will be
dropped for these variables.

3.2 Commercial Banks

As highlighted by Begenau et al. (2015) and Di Tella and Kurlat (2020), duration transfor-
mation - that is, investing in long-duration nominal assets, such as fixed-rate mortgages,
and borrowing in short-duration nominal liabilities - is at the core of large modern com-
mercial banks’ business. These banks are exposed to the corresponding interest-rate risk
despite the opportunity of hedging it through interest-rate derivatives.

I capture this feature by assuming that, in each period t, banks have to finance both
their book of fixed-rate mortgages issued to borrowers in the past and not yet prepaid, as
well as new mortgages issued to borrowers in t, by borrowing in one-period deposits and
bonds from savers.

Banks are owned by savers. Each bank j ∈ [0,1] enters period t with total principal
on outstanding mortgages Mj,t−1, total payments to be collected from borrowers on out-
standing mortgages Xj,t−1, and a deposit habit stock Sj,t−1. Letting µt be the fraction of
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mortgages prepaid in period t, and considering that a fraction ν of outstanding principal
is repaid in each period by borrowers, the total value of mortgages that the bank has to
finance in period t is

Mjt = µtM∗jt + (1− µt)(1− ν)
Mj,t−1

Πt
(5)

where M∗jt are new mortgages originated to prepaying borrowers. This is the law of motion
for banks’ assets. As the mortgage rate is fixed, the bank operates under another similar
law of motion for mortgage payments,

Xjt = µtq∗t M∗jt + (1− µt)(1− ν)
Xj,t−1

Πt
(6)

where q∗t is the rate on new mortgages originated in t.
The balance-sheet constraint of the bank requires that in each period the bank collects

enough deposits djt and bonds Bjt to finance its book of mortgages Mjt,

Mjt = djt + Bjt (7)

The bank has market power in setting its deposit rate id
jt. It considers that, given the risk-

free rate it, the deposit demand it faces is increasing in the deposit rate it offers (or equiv-
alently, decreasing in the deposit spread it − id

jt offered, see Equation 4). It also takes into
account that savers are partially locked in: the deposit habit introduces a link between cur-
rent and future deposit demand. Specifically, I assume the deposit habit stock at bank j
evolves as a moving average of the past stock and current deposit demand at bank j,

Sjt = ρsSj,t−1 + (1− ρs)djt (8)

The bank’s objective is to maximize the expected present discounted value of net real
dividends paid to savers. In doing so, the bank is subject to a friction: following e.g. Jer-
mann and Quadrini (2012), Begenau (2020) and Elenev et al. (2021), paying a dividend
divjt incurs a cost f (divjt) which is quadratic in the deviation of the dividend from a target
level.12 The total cost of paying out a dividend divjt is thus divjt + f (divjt). This assump-
tion makes banks non-indifferent about the timing of cash flows and is consistent with the
evidence in Floyd et al. (2015) that banks have more stable propensity to pay dividends
than US industrial firms.13 When dividends are below the target level, the cost can capture
a precautionary motive to bring profits closer to target in order to avoid expensive equity

12When solving the model, the target level will correspond to the steady state level of dividends.
13The assumption is similar to the equity-issuance costs assumed by Gilchrist et al. (2017), although my cost

is two-sided and does not involve banks being exposed to uninsurable idiosyncratic shocks to their return on
assets - which would be the translation of Gilchrist et al. (2017)’s setting into mine.
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issuance. When dividends are above the target level, the cost induces the bank to sacrifice
some current profits in order to pay a higher deposit rate and build a bigger deposit base,
that will earn higher profits in the future when short-term rates increase again.

In each period, the bank chooses new mortgage origination M∗jt, deposit and bond is-
suance djt and Bjt, and the deposit rate to offer id

jt in order to maximize

E0

[
∞

∑
t=0

Λs
0,t+1divj,t+1

]
where

divj,t+1 =
1

Πt+1

[
Xjt(q∗t )− νMjt − (id

jt + κ)djt − iB
t Bjt

]
− f (divj,t+1) (9)

f (divjt) =
κdiv

2

(
divjt − ¯div

)2

subject to laws of motion (5), (6), (8), deposit demand (4) and balance sheet constraint (7).
The term in brackets in (9) is the net interest earned by the bank at the beginning of

period t+ 1 from its intermediation activity carried out in t. Since Xjt are total payments on
outstanding mortgages, including both principal and interest, Xjt(q∗t )− νMjt is the interest
income earned by the bank on its book of mortgages.14 Then, the bank has to pay interest
to savers on deposits at rate id

jt and interest on bonds at rate iB
t .15 The parameter κ is the

marginal cost incurred by the bank when offering one dollar of deposits.16

A discussion of the Euler equation for the deposit spread md
jt

17 is in order (Equation
16 in Appendix A), as it underpins the mechanism generating imperfect pass-through to
deposit rates in the model. For the sake of exposition, I assume that the habit stock depreci-
ates fully at the end of the period (ρs = 0). This means that current deposit demand affects
next period’s deposit demand only. Moreover, I suppose that the spread between the bank

14The implicit assumption is that, in each period, the bank can convert one-for-one the unpaid part of the
outstanding principal (1 − ν)Mjt into units of the final good to be used to repay short-term deposits and
bonds. This is a necessary assumption in this setting with duration mismatch, where all borrowing and
saving happens between two subsequent time intervals. In reality, banks have many duration options to
cover roll-over or shortage of short-term debt, which does not all mature simultaneously.

15Since I will use a first-order approximation of the solution to the model around the deterministic steady
state, the bank does not earn any term premium from managing a duration-mismatched portfolio. The profits
made by the bank on its intermediation activity come entirely from its market power in the deposit market.

16This cost is needed in order to have a well-defined problem. Once I assume that savers value deposits
in the utility function, the bank is effectively supplying a good to the savers. Since the bank has market
power, the markup would not be well-defined absent such marginal cost. This cost represents variable costs
including salaries, thus I rebate it to savers in the term Ξs

t . In steady state, the total cost from this source is
very small, as it amounts to 0.14% of output.

17Since all rates except the deposit rate are taken as given by the bank, setting the deposit spread or the
deposit rate is equivalent for the bank.
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bond rate iB
t and the risk-free rate it is 0. I re-introduce a positive spread (the empirically

relevant case) below.
With these simplifying assumptions, the bank would set the sequence of deposit spreads

{md
jt}∞

t=0 to satisfy

Et

[
Λs

t,t+1

Πt+1
Ωj,t+1

] η

η − 1
−

md
jt

κ

 = θEt

Λs
t,t+2

Πt+2
Ωj,t+2

md
j,t+1

κ

dj,t+1

djt

 (10)

in each period t, where

Ωjt =
1

1 + f ′(divjt)
=

1
1 + κdiv(divjt − ¯div)

is the marginal value of profits to the bank, decreasing in dividends.18 The first-order
condition equates the marginal cost of attracting one additional dollar of deposits, in terms
of forgone profits, to its marginal benefit, in terms of future profits.

Notice that md
jt/κ is the time-varying markup set by the bank on deposits, as the deposit

spread md
jt is the marginal cost to the saver of holding deposits at the bank and κ is the

marginal cost to the bank of supplying deposits (up to time discounting). Since η/(η− 1) is
the optimal markup that maximizes static profits given the CES demand, the lhs is forgone
profits by the bank to attract the marginal dollar of deposits expressed in terms of deviation
of the optimal markup from the markup that maximizes static profits. Given that all terms
on the rhs are positive, the bank sets a markup below the static markup, a standard result
in the deep habits literature. The rhs is the marginal increase in future profits expressed in
markups from the additional dollar of deposits attracted in period t, which affects period
t + 1 deposit demand with elasticity θ. If θ = 0, Equation (10) immediately implies

md
jt

κ
=

η

η − 1

i.e. a constant markup, or alternatively, a constant deposit spread and full pass-through to
deposit rates.

Imperfect pass-through of an increase in the short-term rate it to the deposit rate id
jt

is due to the interaction of i) rigidity in banks’ interest income earned on long-duration
assets relative to the interest paid on short-term debt, ii) dividend smoothing, iii) dynamic
component of deposit demand from deep habits. Persistence in deposit demand implies
that the bank optimally sets a deposit spread below the level that maximizes current profits,
as it takes into account the positive effect on future deposit demand. However, when the

18As long as divjt > ¯div− 1
κdiv .
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short-term rate it increases, bank’s profits and thus dividends from intermediation decrease
due to its duration-mismatched portfolio: legacy assets on bank’s balance sheet have a rate
which is locked-in in the short term and only new assets originated price-in the new level
of rates. At the same time, the bank has to continue financing its asset book. If it is too
costly to finance the entire book through deposits given deposit demand19, the bank will
issue bonds at the higher rate. The resulting reduction in profits increases the marginal
value of current profits Ωj,t+1 relative to future profits Ωj,t+2 in Equation (10). Holding
everything else equal, this will be offset by an increase in the optimal markup towards
the static markup. Hence, if the deposit spread it − id

jt increases with it, it means that the
deposit rate does not increase as much as the short-term rate, i.e. there is imperfect pass-
through to the deposit rate.

Introducing a positive bank bond spread, Equation (10) becomes

Et

[
Λs

t,t+1

Πt+1
Ωj,t+1

] η

η − 1

(
1− iB

t − it

κ

)
−

md
jt

κ

 = θEt

Λs
t,t+2

Πt+2
Ωj,t+2

md
j,t+1

κ

dj,t+1

djt

 (11)

The only difference relative to Equation (10) is that the static markup η/(η − 1) is mul-
tiplied by the term 1− (iB

t − it)/κ, which is decreasing in the bond spread. Now, if θ = 0,
Equation (11) implies

md
jt

κ
=

η

η − 1

(
1− iB

t − it

κ

)
Effectively, the bond spread introduces variation in the static markup. The intuition is as
follows. The marginal cost for the bank of attracting one additional dollar of deposits in
terms of forgone profits still depends on the deposit spread md

t that the bank offers, as in
order to attract deposits the bank has to sacrifice some profits and offer a higher deposit
rate (i.e. a lower deposit spread). However, as the bank attracts more deposits, it can save
on the additional cost that it pays if it finances its marginal dollar of assets at the bond rate,
relative to the risk-free rate. Hence, everything else equal, the bank has a lower effective
marginal cost of attracting deposits, the higher the bond rate iB

t is relative to the risk-free
rate it. As a result, it has an incentive to reduce the deposit markup md

jt/κ below the static
markup η/(η− 1) in order to attract more deposits – in other words, to have more-than-full
deposit rate pass-through.

To sum up, variation in the bond spread introduces a motive for the bank to increase
pass-through to deposit rates above full pass-through, to the extent that the bank’s marginal

19This is the case near the steady state, as the weight ψ on deposits in the utility function is set so that
equilibrium deposits in steady state allow to match the allocation between deposits and other funding in the
aggregate balance sheet of the US banking sector (see Section 4).
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cost of funds iB
t responds by more than the risk-free rate it. This is exactly the case in the

data, as shown in Section 2. Therefore, deposit habits (θ > 0) are needed in this model
in order for it to be consistent both with imperfect pass-through to deposit rates as well as
with the response of the TED spread to monetary shocks. Section 5 will argue that the other
features (duration mismatch and dividend-adjustment cost) are also needed to deliver the
degree of imperfect pass-through seen in the data.

3.3 Borrowers

The problem of the borrowers follows Greenwald (2018). There are two main features in
this problem. First, borrowers are subject to a payment-to-income (PTI) constraint (more
commonly known as debt-to-income limit) which limits the borrowed amount based on
interest payments due on the mortgage relative to labor income. As a result, the mortgage
rate enters the constraint directly, amplifying the transmission of shocks that impact this
rate. Second, there is endogenous prepayment by borrowers. At each point in time, bor-
rowers decide whether to prepay their mortgage by comparing their iid transaction cost
of prepayment with the benefit from prepaying, which depends on the evolution of future
mortgage rates. As shown by Greenwald (2018), endogenous prepayment amplifies the
transmission of shocks into output.20 Despite the iid prepayment cost shocks, thanks to the
assumption of perfect insurance within the borrower family, the problem of the borrowers
aggregates to that of a representative borrower.

The representative borrower chooses consumption Cb
t , labor supply Nb

t , new housing
size H∗t , new borrowing Mb∗

t , and the fraction of mortgages to prepay µt to maximize the
expected present discounted value of utility

E0

[
∞

∑
t=0

βt
bUb

(
Cb

t , Nb
t , Ht−1

)]
, βb ∈ (0,1), βb < βs

subject to the sequence of budget constraints

Cb
t +

(1− τy)Xb
t−1 + τyνMb

t−1
Πt

+ µtPh
t (H∗t − Ht−1) = (1− τy)WtNb

t +

+ µt

[
Mb∗

t − (1− ν)
Mb

t−1
Πt

]
− δPh

t Ht−1 − {Ψ(µt)− Ψ̄t}Mb∗
t + Tb

t

20Given the nominal rigidity, shocks that change borrowing and consumption affect output only if the
change is concentrated in the short run, when firms’ prices are still fixed at the pre-shock level for the most
part. With endogenous prepayment, an increase in mortgage rates generates a stronger contraction in bor-
rowing, as borrowers prefer to hold onto the lower rates locked-in into mortgages and wait for rates to go
down in the future before prepaying. This effect compounds the tightening of the PTI constraint due to the
higher mortgage rate, leading to a larger contraction in borrowing and spending by borrowers, who have
high marginal propensities to consume, eventually with additional effects on output.
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where Ph
t is the house price, δ is the housing maintenance cost, Ψ(µt) is the mortgage

prepayment cost aggregated across borrower households21, and Ts
t is the rebate of the labor

income tax, net of the tax deduction on mortgage interest payment. To avoid confusion
with the analogous variables in the bank’s problem, I denote with Xb

t and Mb
t the mortgage

payments and principal due by the borrower.
The borrower is also subject to the PTI constraint on new borrowing,

Mb∗
t ≤

PTIWtNb
t

q∗t

Finally, the borrower is subject to laws of motion for mortgage principal and payments
analogous to equations (5) and (6) for the bank, in addition to a law of motion for housing

Ht = µtH∗t + (1− µt)Ht−1

3.4 Production Sector

The production sector consists of a perfectly competitive final good producer and monop-
olistically competitive intermediate goods producers. The final good producer uses a con-
tinuum of differentiated inputs indexed by ι ∈ [0,1], purchased from intermediate goods
producers at prices Pt(ι), to operate the technology

Yt =

(∫ 1

0
Yt(ι)

1− 1
ξ dι

) ξ
ξ−1

, ξ > 1 (12)

Optimality requires that the producer minimizes total expenditure
∫ 1

0 Pt(ι)Yt(ι)dι subject
to (12), yielding CES demands for each intermediate good ι

Yt(ι) =

(
Pt(ι)

Pt

)−ξ

Yt (13)

where Pt is the price of the final good.
Intermediate goods producers are owned by savers. They operate a linear production

function in labor,
Yt(ι) = ZtNt(ι)

where Zt is exogenous TFP and Nt(ι) is labor hired to meet the final good producer’s de-
mand (13). Following Gali and Gertler (1999), a measure 1− ω of intermediate good pro-
ducers are “forward looking” and maximize profits by choosing prices P f

t (ι) subject to their

21The exact form of the prepayment cost distribution is shown in Section 4 when discussing the parame-
terization. The cost is rebated lump-sum to the borrower through Ψ̄t at the end of the period.
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technology, demand and a fixed probability 1− λ of price adjustment. The remaining mea-
sure ω of intermediate good producers are “backward looking”. Whenever they can reset
prices (which happens with the same probability 1− λ), they use a rule of thumb based
on the average price set in the most recent round of price adjustments (P∗t−1), corrected by
realized inflation:

Pb
t (ι) = P∗t−1Πt−1

The fraction λ of firms that do not adjust prices are assumed to just update them by the
steady-state inflation rate.

Such price setting by intermediate goods producers yields a ‘hybrid’ Phillips curve,
where current inflation depends on expected future inflation as well as past inflation.
While not critical for the qualitative results, this form of the Phillips curve helps the model
match the hump-shaped empirical response of inflation to a monetary policy shock, as
shown in Section 6.

3.5 Equilibrium

I focus on a symmetric equilibrium, thus banks and intermediate goods producers choose
the same deposit rate and price, respectively.

In order to close the model, I assume that the central bank sets the risk-free rate accord-
ing to the Taylor rule

log(1 + it) = log(Π̄t) + ρi

[
log(1 + it−1)− log(Π̄t−1)

]
+ (1− ρi)

[
log(1 + iss)

− log(Πss) + φΠ
(
log(Πt)− log(Π̄t)

)]
+ εi

t, εi
t ∼ N(0,σi)

where ρi captures the degree of interest rate smoothing, φΠ captures the extent to which
the central bank reacts to deviations of inflation from target, and

log(Π̄t) = (1− ρΠ̄) log(Πss) + ρΠ̄ log(Π̄t−1) + εΠ̄
t , εΠ̄

t ∼ N(0,σΠ̄)

is an AR(1) stochastic inflation target. As mentioned previously, this shock captures very
persistent changes in monetary policy which affect long-term nominal rates by changing
short-term rates far into the future, in addition to current short-term rates. The specification
of the Taylor rule follows Greenwald (2018), with the addition of the transitory monetary
policy shock εi

t.
Aggregate TFP follows another AR(1) process

log(Zt) = (1− ρZ) log(Z̄) + ρZ log(Zt−1) + εZ
t , εZ

t ∼ N(0,σZ)
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A symmetric equilibrium of this model is a sequence of endogenous states (Mt−1, Xt−1,
Ht−1,St−1,Kt−1,Π∗t−1), allocations (Cs

t ,Cb
t , Ns

t , Nb
t ) and savings At, mortgage origination

and funding decisions (M∗t ,dt, Bt), housing and prepayment decisions (H∗t ,µt), and prices
(Πt,Wt, Ph

t , it, id
t , iB

t ,q∗t ) such that ii) given prices and the exogenous stochastic processes,
borrower, saver, bank, and producer equilibrium conditions are satisfied, ii) given inflation,
past rates, and exogenous processes, it satisfies the Taylor rule, iii) the goods, labor, housing
and asset markets clear.

In particular, market clearing in final goods requires

Cb
t + Cs

t + δPh
t Ht + f (divt) + Θ(Bt, Mt) = Yt

while the labor, housing market, and government bond clearing conditions are Nb
t + Ns

t =

Nt, Ht = H̄, and At = 0 respectively.

4 Parameterization

Time is quarterly. I identify the counterpart of deposits in the model with transaction and
savings deposits in the data, because these are the two types of deposits with shorter ma-
turity22, they have the lowest pass-through (e.g. Driscoll and Judson 2013, Drechsler et al.
2017, Gerlach et al. 2018), and they are the largest class of deposits. All parameter values
are listed in Table 1.

Commercial Banks and Deposits

I set the bank’s marginal cost of supplying deposits κ at 36 bps per quarter (1.44% an-
nualized), as half23 of the average non-interest expenditures excluding expenditures on
premises or rent24 per dollar of assets of commercial banks in the FFIEC Consolidated Re-
ports of Condition and Income (US Call Reports) over 1987 to 2013. The share of mortgage
principal paid in each period ν (0.059) is set to match the average duration of banks’ assets
in the US Call Reports between 1997 and 201325, equal to 4.26 years. The bliss point υB

in the savers’ portfolio-adjustment cost maps directly into the steady state spread between
the bank bond rate and the risk-free rate. I set it to 0.543, so that the steady state bank bond
spread equals the median daily TED spread between 1987 and 2013 of 12 bps per quarter
(0.49% annualized).

22Time deposits typically have costs of early withdrawal.
23The division by two attributes half of the cost to assets and half to liabilities, and is a rough approximation

for the fact that banks’ non-interest expenses do not necessarily pertain to deposits only.
24Since this type of expenditure is more fixed relative to salaries, marketing, etc.
25See Section 6 for details about how duration is estimated.
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Parameter Value Description Moment / Source / Target

Parameters related to deposits
ψ 3 · 10−6 Weight on deposits in utility (Transaction + saving deposits) / bank liabilities = 0.43
γ 0.160 Utility curvature in deposits Std(real deposits) / std(real GDP) = 3.05
η 1.464 CES of deposits across banks Deposit rate markdown id/i = 0.58
ρs 0.974 Habit stock persistence Turnover of bank customers = 10% pa (see text)
θ 0.800 Degree of habit formation Gilchrist et al. (2017) (see sensitivity)

Parameters most relevant for banks
ν 0.059 Share of mortgage principal repaid Avg. duration of banks’ assets = 4.26 years
κdiv 770.0 Scale of dividend adjustment cost Deposit rate pass-through = 0.39 (Drechsler et al., 2017)
κB 0.045 Scale of portfolio adjustment cost TED spread IRF (see text)
κ 36 bp Marginal cost of supplying deposits (see text)
υB 0.543 Bliss point of portfolio adj. cost Median daily TED spread = 0.49% pa

Households’ parameters
βs 0.998 Saver’s discount factor Real interest rate = 1% pa
βb 0.980 Borrower’s discount factor Borrowers’ house value/income = 12.25 (SCF 2004)
1− χ 0.399 Fraction of borrowers (see text) (SCF 2004)

σ 1.000 IES Log-utility
ε 1.000 Inverse Frish elasticity Standard

ζs 5.744 Saver’s labor disutility (weight) Saver’s labor supply = 1/3
ζb 7.600 Borrower’s labor disutility (weight) Borrower’s labor supply = 1/3
ϕ 0.316 Weight on housing in utility Rent / income = 0.2 (Davis and Ortalo-Magné, 2011)

Other parameters
PTI 0.430 Max DTI ratio Dodd-Frank act
H̄ 4.400 Fixed housing supply Normalize house price to 1
µk 1.843 Mean mortgage issuance cost Average prepayment rate = 15% pa (Elenev, 2017)
sk 1.843 Scale of mortgage issuance cost Minimum prepayment rate = 4% pa (Greenwald, 2018)
δ 0.004 Housing maintenance cost Depreciation of housing = 1.5% pa (Kaplan et al., 2020)
τy 0.240 Income tax rate Avg. marginal income tax (Mertens and Montiel Olea, 2018)

New-Keynesian block parameters
ξ 10.00 CES of intermediate goods Profits = 10% of output
1− λ 0.250 Price-reset probability Standard yearly av. price resetting
ω 0.750 Share of backward-looking firms Inflation IRF (see text)

φΠ 1.500 Taylor rule: inflation reaction Standard
ρi 0.810 Taylor rule: interest rate smoothing Smets and Wouters (2007)

Shock parameters
Πss 1.005 Trend inflation Standard, 2% pa
ρΠ̄ 0.990 Persistence of inflation target Garriga et al. (2016)
σΠ̄ 0.001 Standard deviation of inflation target Garriga et al. (2016)
σi 0.003 St. deviation of iid monetary shock Garriga et al. (2016)

Z̄ 1.099 Steady state productivity Normalize steady state output to 1
ρZ 0.948 Persistence of productivity Estimate from adj. TFP non-equipment (Fernald, 2014)
σZ 0.007 Standard deviation of productivity ”

Targets used to calibrate parameters internally are in bold

Table 1: Summary of Parameterization

The degree of habit formation θ is set to a standard value in the literature on deep
habits, 0.8 (Ravn et al. 2006, Gilchrist et al. 2017). I choose the persistence of the habit
stock ρs based on an annual attrition rate26 of banks’ customers. A value of 10% per year

26Interpreting the habit stock as customer base, and the law of motion of the habit stock as a function that
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is in the middle of the values reported in the literature surveyed in Appendix I. Thus ρs =

(1− 0.1)0.25 = 0.974. The elasticity of substitution of deposits across banks is set in order to
have a steady state markdown id/i for the deposit rate equal to its average value in the data
over 1987-2007 (0.58), where the deposit rate is measured as the average rate on transaction
and savings deposits in the US Call Reports. The resulting value of η is 1.464. Finally, the
weight on deposits in the utility function ψ (3 · 10−6) is chosen to yield an average share of
deposits to bank liabilities of 0.43, as its counterpart in the Call Reports over 1987-2013.

Borrower and Saver

I set a number of parameters to standard values in the macroeconomics literature. The
saver’s discount factor βs equals 0.9975, implying a steady state real rate of 1%. The IES
is set to 1 (log-utility) and I choose an inverse Frish elasticity of labor supply ε of 1. The
weights on labor disutility in the utility function, ζb = 7.6 and ζs = 5.744, are set such that
both borrower and saver supply the same labor in steady state, equal to 1/3.

I set the PTI ratio to 0.43, as in the Dodd-Frank act. The housing maintenance cost δ

equals 0.004 to match an annual depreciation rate of 1.5% (Kaplan et al., 2020).
I define borrowers as households in the 2004 SCF who own a house, have a mortgage

outstanding, and have less than six months of income in liquid assets, thus I set 1− χ =

0.399.27 The value of these households’ houses relative to their quarterly income is 12.25,
and I calibrate the borrower’s discount factor βb to match this ratio, yielding βb = 0.98.
At the same time, total housing supply H̄ = 4.4 is chosen in order to get a normalized
house price of 1 in steady state and the weight on housing services in the utility function,
ϕ = 0.316, is set to match the ratio of rent to income (Ub

H(H)/(WNb)) of 0.2 estimated by
Davis and Ortalo-Magné (2011).

The iid prepayment cost distribution follows Greenwald (2018) and takes the form

Fk(k) =
1
4

1

1 + e
µk−k

sk

where I set the location parameter µk = 0.226 and the scale parameter sk = 0.071 to match an
average annual prepayment rate of 15% (Elenev, 2017) and a minimum annual prepayment
rate of 4% (1% quarterly, as in Greenwald 2018) in steady state.

maps demand into customer base, then 1− ρs would be the rate of attrition of the customer base.
27The total share of homeowners with a mortgage outstanding in the 2004 SCF is 0.524, while the share of

homeowners with a mortgage outstanding who has less than two months of income in liquid assets is 0.308,
so my value is a middle ground between the share of actual mortgagors in the data and the share of those
more liquidity constrained.
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Other Parameters

The remaining parameters concerning policies, shocks and the production sector are taken
from the literature. In the Taylor rule, interest rate smoothing ρi = 0.81 (Smets and Wouters,
2007) and inflation reaction φΠ = 1.5. The autocorrelation ρΠ̄ and standard deviation σΠ̄ of
the inflation target process are set to 0.99 and 0.001, respectively (Garriga et al., 2016), while
trend inflation Πss is set to 1.005 (2% annual inflation rate). Garriga et al. (2016) provide
also an estimate of the standard deviation σi of the transitory shock to the Taylor rule, equal
to 0.003. Steady state productivity Z̄ = 1.099 is set to normalize steady-state output to 1,
while autocorrelation ρZ = 0.948 and standard deviation σZ = 0.007 are estimated from
Fernald (2014) over 1987 to 2013 using utilization-adjusted TFP of non-equipment output.
The linear labor tax τy = 0.24 is set to the average marginal individual income tax estimated
by Mertens and Montiel Olea (2018) over 1946-2012. The elasticity of substitution across
intermediate goods ξ is 10, implying that firms’ profits are 10% of output. The price-reset
probability 1− λ is equal to 0.25 - equivalent to an average price reset every year.

Simulated Moments

Four parameters are set internally based on simulations of the model. The curvature pa-
rameter of saver’s utility with respect to deposits γ, which governs the volatility of de-
posits; the scale of the dividend adjustment cost κdiv, which affects the degree of deposit
rate pass-through; the scale of the portfolio-adjustment cost κB, which affects the response
of the bank bond rate relative to the risk-free rate; and the share of backward-looking price
setters ω, which determines the response of inflation to shocks. I set them jointly to match:
i) the ratio of the standard deviations of quarterly real deposits to real GDP (3.05)28; ii)
the average pass-through of the policy rate to deposit rates for the largest 5% of banks es-
timated by Drechsler et al. (2017), equal to 0.3929; iii) the response on impact of the TED
spread to the monetary shock identified in Section 230; iv) the trough in the response of
inflation to the same monetary shock (shown below in Figure 6). As a result, I set γ = 0.16,
κdiv = 770, κB = 0.045 and ω = 0.75.

28Deposits are total transaction and savings deposits in the US Call Reports, smoothed using a 4-lag mov-
ing average in order to eliminate seasonality and deflated by the GDP deflator. Both deposits and GDP are
then logged and HP-filtered.

29For these first two moments, I simulate the model 2000 times for 2108 periods, and burn the first 2000
periods to purge the effect of initial conditions, leaving 108 quarters, as the number of quarters in the corre-
sponding data between 1987 and 2013.

30For this IRF matching, I feed the Taylor rule an inflation target shock εΠ̄
0 and a transitory shock εi

0 so that
the 1-year risk-free rate in the model goes up by 25 bps on impact, and hits the average level of the 1-year
Treasury bond rate in quarters 7 to 9 in the local projection to the identified monetary shock illustrated in
Figures 2 and 3.
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5 Inspection of the Mechanisms

This section illustrates the novel mechanisms of the model using a first-order approxima-
tion of the solution around the deterministic steady state.

In order to build intuition, I abstract from the portfolio-adjustment cost for the moment,
and compare the resulting version of the model with deep habits for deposits against a
version without habits. As discussed in Section 3.2, deep habits drop out of the problem if
the degree of habit formation θ is set to 0.31 Even with partial depreciation of the habit stock
(ρs > 0), without deep habits for deposits the markup md

jt/κ is equal to the static markup,
the deposit spread is constant, and changes in the risk-free rate are passed through to the
deposit rate completely.

Figure 4: Impulse Response Functions to 25 bp Transitory Monetary Shock εi

Figure 4 shows impulse response functions of various financial variables to an annual-
ized 25 bp transitory monetary shock εi.32 As the risk-free rate it increases, the rate on new
mortgages q∗t also increases. However, most of the assets on the balance sheet of the bank

31All other parameters which are set based on long-run moments are reparameterized to the same targets.
32Impulse response functions of other financial and real variables to this shock, to the more persistent shock

to the 1-year risk-free rate, and the TFP shock are in Appendix G.
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pay a rate which was locked-in in the past, so the average rate earned by the bank in t + 1
on its book of mortgages financed in t, qt = Xt/Mt, increases a little, as mortgages issued
in the past mature or are prepaid and new mortgages are originated at the higher rate.33

Since the rate earned on its assets increases by less than the rate paid on – at least part of
– its liabilities, the bank faces a decrease in profits from intermediation, as shown by the
decrease in the net interest margin[

Xt(q∗t )− νMt − (id
t + κ)dt − iB

t Bt

] 1
Mt

and dividends decrease below the steady state level. As a result, the marginal value of
profits Ωt+1 increases.

At this point, the response of the bank in the model with deep deposit habits differs
from the model without habits. With habits, the bank optimally sets a deposit rate above
the rate that maximizes static profits, considering that this will increase future deposit de-
mand. However, since the marginal value of profits Ωt+1 increases, the bank increases its
markup on deposits – closer to the static markup η/(η − 1) – by keeping the deposit rate
from increasing as much as the risk-free rate. Eventually, as the deposit spread it − id

t

(the opportunity cost of holding deposits) has increased, savers substitute deposits for
bonds, generating the correlations between deposit spread, deposit funding and banks’
non-deposit liabilities described empirically in Section 2. As the orange lines in Figure
4 make clear, absent deposit habits in this simple version of the model, pass-through to
deposit rates would be full and the balance-sheet composition of banks would remain un-
changed.

Still abstracting from the portfolio-adjustment cost, we can linearize the intertempo-
ral condition for the deposit spread around the steady state34 to disentangle three forces
that affect the response of the deposit spread – or equivalently, the deposit markup. The
deviation of the deposit spread from steady state can be decomposed as35

md
t −md =

(
md − η

η − 1
κ

)
︸ ︷︷ ︸

< 0

 ∞

∑
j=0

ΓjEtdiscountt+j +
∞

∑
j=0

ΓjEtmarg. value of dividendst+j

+

−md(1− ρs)θΛs
∞

∑
j=0

ΓjEtdeposit demand growtht+j

33As showed in the impulse response functions to the shock to the 1-year risk-free rate (Figure G.1 in
Appendix G), the more persistent the increase in risk-free rates is, the larger the response of the new mortgage
rate – and consequently of the average mortgage rate – is.

34Equation (10), but with ρs > 0.
35Under the transversality condition imposed by the stationary equilibrium concept.
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where
discountt+j = Λ̂s

t+j+1,t+j+2 − Π̂t+j+2 + Π̂t+j+1

marginal value of dividendst+j = Ω̂t+j+2 − Ω̂t+j+1

deposit demand growtht+j = d̂t+j+1 − Ŝt+j

Γ = Λs[ρs − (1− ρs)θ]

As usual with deep habits, a relative increase in the rate at which the price setter discounts
the future (i.e. a decrease in the discount factor) leads to an increase in the current markup
towards the static markup, as the price setter does not value as much future profits from ac-
cumulating demand. Moreover, if demand is shrinking (i.e. d̂t+1 is below the slow moving
habit stock Ŝt), the incentive to sacrifice current profits to build future demand is weaker,
because any dollar of deposits acquired in t will generate less additional deposit demand
in the future under multiplicative habits – the form of deep habits I assume in the model.
This contributes to increasing the optimal markup towards the static markup. Finally, if
the marginal value of current profits Ω̂t+1 is above the future marginal value Ω̂t+2, this
will also raise the optimal markup, as discussed previously.

Figure 5 allows to compare the relative contribution of each force to the response of the
deposit spread it− id

t following the 25 bp shock analyzed in Figure 4. While the response of
discount factors (in blue) contributes marginally to the increase in the deposit spread, the
marginal value of dividends (in orange) is the key force driving the increase in the deposit
spread. Quantitatively, without a dividend smoothing motive, pass-through to deposit
rates would be essentially full.

Figure 5: Impulse Response of Deposit Spread Broken Up by Component

Hence, both deep habits for deposits (θ > 0) and the dividend smoothing motive are
essential in order to have imperfect pass-through in this model – at least quantitatively in
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the case of dividend smoothing. Section 6 below shows that duration mismatch between
bank’s assets and liabilities is also essential for this model to generate a degree of imperfect
pass-through to deposit rates that matches the data.

Now I turn to discussing the portfolio-adjustment cost. In Appendix F I show that,
absent such cost, the marginal value of profits Ωt - which appears in the intertemporal
condition for the deposit spread (11) - drops instead from the no-arbitrage condition36 link-
ing the marginal cost of funding an additional dollar of mortgages to its marginal benefit.
Therefore, the effects of the dividend smoothing motive do not spill over to the mortgage
market without the financial friction. The same Appendix also discusses how this result,
coupled with i) banks facing a supply of non-deposit funding which is infinitely elastic at
the risk-free rate and ii) deposits being separable in the utility function, implies irrelevance
of the degree of deposit pass-through for the rest of the economy to a first order. In fact,
the portfolio-adjustment cost introduces a financial friction that breaks i) and makes the
supply of banks’ funding imperfectly elastic, implying that the composition of banks’ li-
abilities affects real outcomes. Appendix H describes the effects of breaking assumption
ii).

6 Model Assessment

Figure 6 allows to assess the model against the local projections to the monetary shock
identified in Section 2. The model responses of the 1-year risk-free rate, bond spread and
inflation are shown as dashed lines, as these variables are used in the parameterization to
target (a subset of) the moments of the corresponding local projections (see Section 4). The
responses of the remaining variables show that the mechanisms and parameter values of
the model provide impulse response functions to the monetary shock that are reasonably
close to the data, in particular for the mortgage spread and non-deposit liabilities of banks.
However, the model does miss some of the persistence, sluggishness and humpedness of
the data.

Next, I assess the model by testing one of its key implications. Based on the descrip-
tion of the mechanism that produces imperfect pass-through to deposit rates, it should not
come as a surprise that, if all assets of the bank had the same duration as liabilities (either
because they are short-term assets, or because their rate is reset every period as in the case
of adjustable-rate mortgages), then the model implies that pass-through to the deposit rate
would be close to perfect. This is illustrated in Figure G.7 in Appendix G, which shows
impulse response functions to a 25 bp transitory monetary shock εi when all banks’ assets
are assumed to be adjustable-rate mortgages (in yellow), and compares them to the base-

36For a first-order approximation near the deterministic steady state.
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Shaded areas correspond to 90% confidence bands (with HAC standard er-
rors).

Figure 6: Data vs Model in Response to Monetary Policy Shock

line model with fixed-rate mortgages (in green). As Greenwald (2018) shows in the case
without banks, and as shown in Appendix E using the no-arbitrage condition of the bank,
the rate on adjustable-rate mortgages q∗t is equal to iB

t + ν in equilibrium, i.e. the mortgage
rate and the marginal cost of banks’ funds are perfectly correlated.

As anticipated, the deposit rate moves essentially one-for-one with the short-term rate.
Absent the rigidity in the rates that the bank earns on its assets, the bank barely experiences
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(1) (2) (3) (4) (5) (6) (7)
∆deposit ratet

∑3
j=0 ∆FFRt−j 0.338 0.339 0.341 0.341 0.331 0.332 0.332

(0.0272) (0.0263) (0.0257) (0.0257) (0.0246) (0.0247) (0.0247)

AMatt−5 -0.002 -0.003 -0.002 -0.002
(0.0050) (0.0050) (0.0048) (0.0048)

∑3
j=0 ∆FFRt−j ∗ AMatt−5 -0.017 -0.017 -0.016 -0.016

(0.0072) (0.0070) (0.0071) (0.0071)

LMatt−5 -0.042 -0.057 -0.057
(0.0382) (0.0428) (0.0428)

DepSharet−5 -0.066 -0.066 -0.034 -0.034
(0.0425) (0.0427) (0.0299) (0.0300)

log(Assets)t−5 -0.002 -0.003
(0.0028) (0.0026)

MatGapt−5 -0.002 -0.001 -0.001
(0.0048) (0.0046) (0.0046)

∑3
j=0 ∆FFRt−j ∗MatGapt−5 -0.016 -0.016 -0.016

(0.0072) (0.0072) (0.0072)

Constant 0.005 0.023 0.054 0.085 0.001 0.014 0.060
(0.0211) (0.0247) (0.0416) (0.0381) (0.0185) (0.0263) (0.0315)

Bank FE Y Y Y Y Y Y Y
N 431,340 431,306 431,306 431,306 431,306 431,306 431,306
R2 0.195 0.195 0.196 0.196 0.195 0.195 0.195

Standard errors in parentheses (clustered by bank)

Data is from US Call Reports and Federal Reserve H.15 Release, Q1 1997 - Q4 2013. The dependent variable
is the change over a quarter in the deposit rate on transaction and saving deposits of a bank, computed as
the ratio of interest expense to stock. ∑3

j=0 ∆FFRt−j is the pass-through over 1 year, following Drechsler et al.
(2020). AMatt−5, LMatt−5, MatGapt−5 are weighted average repricing maturity of a bank’s assets, liabilities,
and the difference between the two, respectively. The variables are lagged before the period over which pass-
through is measured. Maturities are computed as the midpoint of each maturity bin reported in the Call
Reports, for each asset/liability category, weighted by the respective share of assets/liabilities for each bank-
quarter (English et al., 2018). Federal funds sold and purchased, non-time deposits and cash are assumed
to have maturity 0, subordinated debt is assumed to have a maturity of 5 years as in Drechsler et al. (2020).
On average, 95% of assets and liabilities of a bank are accounted for. DepSharet−5 is the share of liabilities
accounted for by transaction and saving deposits. Bank variables are winsorized at the 1% level. Observations
are weighted by the share of total assets in each quarter accounted for by each bank.

Table 2: Banks’ Pass-through by Repricing Maturity of Assets

a perturbation in its profits and dividends from a duration mismatch.37 Other reasons for

37The small dip in the net interest margin in Figure G.7 stems from the small substitution from deposits
to bonds – which require a higher rate. Other than this, variations in the marginal value of profits Ωt only
reflect the fact that the dividend target is defined in real terms, while interest income and expense of the bank
are nominal, thus realized inflation perturbs realized real dividends. However, given the low volatility of
inflation, this effect on its own is not enough to induce the bank to substantially change its markup and keep
the deposit rate from adjusting fully with the short-term rate.
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the bank not to pass changes in the short-term rate completely to the deposit rate could
arise from the other forces that affect the decision of the optimal deposit markup (or deposit
spread) in Equation (11), namely movements in the discount factor, the growth rate of
deposit demand, and the bond rate, as discussed in Section 5. These effects however are
quantitatively small, or in the case of the bond rate go in the direction of increasing the
degree of deposit rate pass-through.

Evidence from banks’ panel data supports the inverse relationship between duration
mismatch in banks’ balance sheet and pass-through to deposit rates implied by the model.
Table 2 shows that the decrease in pass-through conditional on a longer duration of banks’
assets is supported by the data. The table reports bank-level panel regressions using FFIEC
Consolidated Reports of Condition and Income (US Call Reports) data where the pass-
through of changes in the Federal funds rate to deposit rates is interacted with either the
ex-ante duration of a bank’s assets or the ex-ante difference in the duration of its assets and
liabilities. Specifically, I estimate

∆deposit rateit = αi +
3

∑
j=0

β j∆FFRt−j +
3

∑
j=0

δj∆FFRt−j ∗Mati,t−5 + ΓXi,t−5 + εit

where Mati,t−5 is either the duration of a bank’s assets or the gap between the duration
of its assets and liabilities. I follow English et al. (2018), Di Tella and Kurlat (2020) and
Drechsler et al. (2020) in measuring the duration of banks’ assets and liabilities using US
Call Report data on remaining maturity until payment (for fixed-rate assets/liabilities) or
repricing maturity until the next rate reset (for variable-rate assets/liabilities), for different
categories of assets and liabilities. Such maturities are then value-weighted in order to
estimate an average duration of assets and liabilities of a bank.
Since in the model the duration of assets38 is not a choice of the bank, I condition on du-
ration before the period over which the pass-through is measured. I measure the deposit
rate as the ratio of interest expense on transaction and savings deposits to their respective
stocks in the Call Reports, while ∑3

j=0 β j is the average pass-through of the policy rate to the
deposit rate offered by the bank over a year, following Drechsler et al. (2020). The vector
Xi,t−5 consists of other ex-ante controls.

The coefficient of interest is ∑3
j=0 δj which describes how much the pass-through de-

creases with an increase in duration. I estimate it to be approximately −0.016 in the asset-
weighted regressions in Table 2, meaning that a duration of bank’s assets of 4.3 years (the
average aggregate duration of banks’ assets) reduces the yearly pass-through by approx-
imately 0.069, or by 21% relative to the estimates of ∑3

j=0 β j . This is consistent with the

38Or equivalently, the duration gap between its assets and liabilities, since also banks’ liabilities in the
model have fixed duration.
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finding in Drechsler et al. (2020) of a negative correlation between the interest expense
beta39 of a bank, averaged over time, and the duration of its assets.

7 Imperfect Pass-through and Monetary Transmission

The impulse response functions in Figure 7 compare the full-fledged model with imperfect
pass-through to deposit rates against the version of the model with perfect pass-through
– i.e. no habits (θ = 0) and no portfolio-adjustment cost. The graphs show responses to
the monetary policy shock already used for Figure 6, which combines an inflation target
shock and a transitory shock to the Taylor rule to track the empirical response of the 1-year
Treasury bond rate.

Consider first the model with imperfect pass-through, shown in green in the graphs.
Faced with an increase in the short-term rate at which it finances its portfolio of mortgages,
the bank decides to adjust the deposit rate partially in order to reduce the squeeze in profits
from intermediation. As deposits flow out because the opportunity cost of holding them
relative to the risk-free rate is higher, the ratio of bonds in total liabilities increases above
the steady-state level, leading to a wider bond spread. The bank passes through part of
the additional increase in its marginal cost of funds iB

t to the rate on new mortgages q∗t ,
which leads to a decrease in new mortgage origination M∗t , relative to the case of perfect
pass-through. As a consequence of the decrease in borrowing, borrower’s consumption Cb

t

decreases more than in the case of full pass-through, and eventually output falls by more.
Cumulating the effect of the monetary policy shock at each horizon allows to gauge the

extent to which imperfect pass-through amplifies the transmission of monetary policy, as
shown in the last graph of Figure 7. Imperfect pass-through – through the various endoge-
nous channels of the model and in particular the financial friction that raises the marginal
cost of funds of the bank – yields an additional 4 bp decrease in output on impact in re-
sponse to the 25 bp shock to the 1-year risk-free rate, which persists throughout the first
year. Relative to the path of output in the economy with full pass-through, output falls by
an additional 4% on impact, and 2% over the first year.

The effect is consistent with the cross-sectional evidence in Drechsler et al. (2017), who
find that counties whose banks raise deposits in more concentrated markets – and thus
have lower deposit-rate pass-through – see a reduction in lending and employment relative
to other counties. They estimate that a one standard deviation (0.06) increase in the average
deposit HHI of banks that serve a county reduces new lending by 58 bps and employment
growth by 5 bps per 100 bp increase in the Federal funds rate. The model developed in

39The change in a bank’s interest expense per 100 bp change in the Federal funds rate over one year, which
includes the effect of imperfect pass-through.
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Figure 7: Imperfect vs Full Pass-through with Monetary Policy Shock

this paper allows to quantify the effects of imperfect pass-through to deposit rates for the
aggregate economy.

8 Conclusion

This paper develops a general equilibrium monetary model with imperfect pass-through of
changes in the short-term rate to the deposit rate. I propose a novel mechanism to generate
the imperfect pass-through to deposit rates observed in the data. This mechanism relies on
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three key features: banks’ activity of duration transformation, persistence in banks’ deposit
demand through deep habits, and costly dividend adjustment. I argue that each of these
three features is essential in order to have imperfect pass-through in this framework. Then,
a financial friction that breaks no-arbitrage between banks’ non-deposit debt and govern-
ment debt implies that imperfect pass-through to deposit rates can have real effects. With
the financial friction, the model is consistent with three key facts about monetary policy
transmission: partial adjustment of deposit rates to changes in the policy rate, substitution
between deposits and other liabilities in banks’ balance sheets following monetary policy
changes, and an increase in mortgage and interbank spreads in response to contractionary
monetary policy shocks.

I investigate the implications for monetary policy transmission of imperfect pass-through
relative to full pass-through to deposit rates. I find that, if banks face an increase in their
cost of borrowing at the margin as they finance a larger share of their assets through non-
deposit liabilities, imperfect pass-through can amplify the response of output to monetary
policy shocks. Accordingly, structural or policy changes that strengthen pass-through of
monetary policy to deposit rates would be expected to dampen this channel of monetary
policy transmission, other things equal.

The model allows for a quantification of the contribution of imperfect pass-through to
deposit rates, which is shown to amplify the impact of a monetary shock on aggregate
activity by 4% on impact and 2% over 1 year. In this way, it extends to the aggregate
economy the cross-sectional finding by Drechsler et al. (2017) that lower pass-through to
deposit rates leads to a larger contraction in employment across US counties.

This paper opens some exciting avenues for future research. The main mechanisms
of the model could be combined with an effective lower-bound on interest rates to study
monetary policy transmission through the banking sector in a low-interest-rate environ-
ment. The mechanisms could also be applied in a model with heterogeneous banks such
as Corbae and D’Erasmo (2021) to discipline parameters using cross-sectional bank data
and explore how imperfect pass-through to deposit rates interacts with bank regulation.
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Equity Valuations,” Journal of Monetary Economics, 98, 80–97.

FARIA-E-CASTRO, M. (2018): “Fiscal Multipliers and Financial Crises,” Research Division Working

Paper 2018-023A, FRB of St. Louis.

FAVARA, G., S. GILCHRIST, K. F. LEWIS, AND E. ZAKRAJSEK (2016): “Recession Risk and the Excess

Bond Premium,” FEDS Notes 2016-04-08, Board of Governors of the Federal Reserve System.

FEENSTRA, R. C. (1986): “Functional Equivalence between Liquidity Costs and the Utility of

Money,” Journal of Monetary Economics, 17, 271–291.

FERNALD, J. (2014): “A Quarterly, Utilization-adjusted Series on Total Factor Productivity,” Work-

ing Paper 2012-19, FRB of San Francisco.

FLOYD, E., N. LI, AND D. J. SKINNER (2015): “Payout policy through the financial crisis: The

growth of repurchases and the resilience of dividends,” Journal of Financial Economics, 118, 299–

316.

GALI, J. AND M. GERTLER (1999): “Inflation Dynamics: A Structural Econometric Analysis,” Journal
of monetary Economics, 44, 195–222.

36
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JORDÀ, Ò. (2005): “Estimation and Inference of Impulse Responses by Local Projections,” American
Economic Review, 95, 161–182.

KAPLAN, G., K. MITMAN, AND G. L. VIOLANTE (2020): “The Housing Boom and Bust: Model

Meets Evidence,” Journal of Political Economy, 128, 3285–3345.

KLEMPERER, P. (1995): “Competition when Consumers Have Switching Costs: an Overview with

Applications to Industrial Organization, Macroeconomics, and International Trade,” The Review
of Economic Studies, 62, 515–539.

KRAVIK, E. M. AND Y. MIMIR (2019): “Navigating with NEMO,” Staff Memo 5/2019, Norges Bank.

MERTENS, K. AND J. L. MONTIEL OLEA (2018): “Marginal Tax Rates and Income: New Time Series

Evidence,” The Quarterly Journal of Economics, 133, 1803–1884.

MERTENS, K. AND M. O. RAVN (2013): “The Dynamic Effects of Personal and Corporate Income

Tax Changes in the United States,” American Economic Review, 103, 1212–47.

MIRANDA-AGRIPPINO, S. AND G. RICCO (2020): “The Transmission of Monetary Policy Shocks,”

American Economic Journal: Macroeconomics, forthcoming.

NAKAMURA, E. AND J. STEINSSON (2011): “Price Setting in Forward-looking Customer Markets,”

Journal of Monetary Economics, 58, 220–233.

PACIELLO, L., A. POZZI, AND N. TRACHTER (2019): “Price Dynamics with Customer Markets,”

International Economic Review, 60, 413–446.

PHELPS, E. S. AND S. G. WINTER (1970): “Optimal Price Policy under Atomistic Competition,” in

Microeconomic Foundations of Employment and Inflation Theory, ed. by E. S. Phelps et al., New York:

Norton.

PIAZZESI, M., C. ROGERS, AND M. SCHNEIDER (2021): “Money and Banking in a New Keynesian

Model,” Mimeo.

38
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A List of Equilibrium Conditions
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Euler equation for new borrowing

1 = Ωb
Mt + Ωb

Xtq
∗
t + λt

where

Ωb
Mt = Et

[
Λb

t,t+1

Πt+1
{ντy + (1− ν)µt+1 + (1− µt+1)(1− ν)Ωb

M,t+1}
]

Ωb
Xt = Et

[
Λb

t,t+1

Πt+1
{1− τy + (1− µt+1)(1− ν)Ωb

X,t+1}
]

Euler equation for prepayment

µt = Fk

(1−Ωb
Mt −Ωb

Xtqt−1)

[
1− (1− ν)Mt−1

M∗t Πt

]
−Ωb

Xt(q
∗
t − qt−1)


where qt ≡ Xt

Mt
and Fk is the cdf of the iid idiosyncratic cost of taking a new loan after prepayment

Law of motion of housing stock

Ht = µtH∗t + (1− µt)Ht−1

Borrowing limit

M∗t =
PTIWtNb

t
q∗t

Budget constraint

Cb
t +

(1− τy)Xt−1 + τyνMt−1

Πt
+ µtPh

t (H∗t − Ht−1) = (1− τy)WtNb
t +

+ µt

[
M∗t − (1− ν)

Mt−1

Πt

]
− δPh

t Ht−1 − {Ψ(µt)− Ψ̄t}µt M∗t + Tb
t

where

Tb
t = τy

(
WtNb

t −
Xt−1 − νMt−1

Πt

)
Ψ̄t = Ψ(µt)

Producers

Inflation index

Π1−ξ
t = λΠ1−ξ

ss + (1− λ) (Π∗t )
1−ξ

Average inflation of price adjusters

(Π∗t )
1−ξ = ω

(
Π∗t−1

)1−ξ
+ (1−ω)Π1−ξ

t

(
P̃ f

t

)1−ξ

where

P̃ f
t =

j1,t

j2,t

42



j1,t =
MCt

MCss
Yt + Et

{
λΛs

t,t+1

(
Πt+1

Πss

)ξ

j1,t+1

}

j2,t = Yt + Et

{
λΛs

t,t+1

(
Πt+1

Πss

)ξ−1

j2,t+1

}

MCt =
Wt

Zt

MCss =
ξ − 1

ξ

Output

Yt =
ZtNt

Kt

Price dispersion

Kt =

(
Πt

Πss

)ξ

λKt−1 + (1− λ)Πξ
t (Π

∗
t )
−ξ

Market Clearing

Final goods

Cb
t + Cs

t + δPh
t Ht +

κdiv

2
(divt − ¯div)2 +

κB

2

(
Bt

Mt
− υB

)2

Mt = Yt (20)

Labor

Nb
t + Ns

t = Nt

Housing

Ht = H̄

Government bonds

At = 0

43



B Data Used in Local Projections and Additional Projections

Name FRED ID Frequency Log Period Source

Interest rates and spreads
Info. Robust Instrument for Monetary Shocks FOMC 1991-2010 Miranda-Agrippino and Ricco (2020)
1-Year Treasury Constant Maturity Rate DGS1 day 1987-2013 FRED, link
10-Year Treasury Constant Maturity Rate WGS10YR week 1987-2013 FRED, link
U.S. 30 Year Fixed Rate Mortgage week 1987-2013 Fannie Mac, link
Deposit Rate quarter 1987-2013 US Call Reports, link
TED Spread TEDRATE day 1987-2013 FRED, link
Excess Bond Premium month 1987-2013 Favara et al. (2016), link

Bank variables
Non-deposit Liabilities quarter X 1987-2013 US Call Reports, link
Deposits quarter X 1987-2013 US Call Reports, link

Non-financial variables
Industrial Production Index INDPRO month X 1987-2013 FRED, link
Unemployment Rate UNRATE month 1987-2013 FRED, link
Consumer Price Index for All Urban Consumers CPIAUCLS month X 1987-2013 FRED, link
CRB Commodity Price Index month X 1987-2013 Miranda-Agrippino and Ricco (2020)

Table B.1: Data Descriptions and Sources

With the exception of the monetary surprises, all daily and weekly series are transformed into

quarterly series using the last observation in each quarter. Similarly, monthly series are transformed

into quarterly using the last monthly observation in each quarter. The Miranda-Agrippino and

Ricco (2020) monetary shocks are aggregated to quarterly frequency by summing them over each

quarter.
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Figure B.1: Local Projections with Monetary Policy Shock

Shaded areas correspond to 90% confidence bands (with HAC standard errors).
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C Representation of CES Deposit Demands as Aggregate Choices of In-

dividuals

CES with habits from discrete choice model (Anderson et al., 1987)

Consider N banks offering deposits. Each saver household consists of a continuum of members

of mass 1. Each period, each member has to decide 1) what single bank to deposit at and 2) how

much to deposit. The saver household is willing to forgo Y to hold deposits at banks. Since at the

beginning of each period all members are identical, each of them will have the same interest income

Y to forgo on deposits.

Suppose that, after stage 1), bank j was determined to be the preferred bank by one of the

members - let us call her ι - between periods t and t + 1. If bank j offers a net deposit rate id
j between

these periods, the cost to the member of holding deposits at j is the deposit spread md
j = i− id

j . Then

the member has to satisfy Y = dj(ι)md
j

40, and accordingly deposit demand will be dj(ι) = Y/md
j .

Let us assume that the indirect utility for a member from deposits at bank j is

vj(dj) = log(dj) + θ log(Sj)

where Sj is the habit stock of bank j. The habit appears as a preference shifter, increasing the indirect

utility from holding deposits at a bank for any household member.

Then, given the deposit demand,

vj(md
j ) = log(Y)− log(md

j ) + θ log(Sj)

Going back to stage 1), let us assume the choice of a bank by household member ι follows the

stochastic utility approach used in discrete choice theory. Therefore,

uj(ι) = vj(md
j ) + Ξεj(ι) for each j = 1, . . . , N

where uj(ι) is the stochastic indirect utility associated with bank j by member ι, Ξ > 0 and εj(ι) is a

random variable with Gumbel distribution.

Assuming that εj(ι)’s are iid across household members and banks, by a law of large numbers,

the share of household members who choose bank j is

pj = Prob
(

j = argmaxz=1,...,Nuz(ι)
)

for each j = 1, . . . , N

which, using the definition of vj(md
j ), becomes

pj =
(Sθ

j /md
j )

1
Ξ

∑N
z=1(Sθ

z/md
z)

1
Ξ

for each j = 1, . . . , N

40The unique discount factor shared by all members cancels from each side of the equality, since rates are
known in advance.
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Finally, the demand for deposits at bank j by the household is

d∗j ≡
∫ 1

0
dj(ι)dι =

Y
md

j
pj =

S
θ
Ξ
j (m

d
j )
− 1

Ξ−1

∑N
z=1(Sθ

z/md
z)

1
Ξ

Y for each j = 1, . . . , N (21)

Letting Ξ = 1
η−1 and defining

m̃d ≡
[

N

∑
z=1

(md
z S−θ

z )1−η

] 1
1−η

we have

d∗j =
(md

j )
−ηSθ(η−1)

j

(m̃d)1−η
Y for each j = 1, . . . , N

Since the interest income given up is Y = m̃dD (see Appendix D), then

d∗j =
(md

j )
−ηSθ(η−1)

j

(m̃d)1−η
m̃dD =

md
j

m̃d

−η

Sθ(η−1)
j D for each j = 1, . . . , N

which is the form of deposit demand from the CES function obtained in Appendix D.

CES with habits from characteristics model (Anderson et al., 1989)

Consider N banks offering deposits and M characteristics.41 As before, each saver household con-

sists of a continuum of members of mass 1. However, now it is assumed that they are distributed

over characteristics according to a multinomial logit. Each period, each member has to decide 1)

what single bank to deposit at and 2) how much to deposit. The saver household is willing to forgo

Y to hold deposits at banks. Since the household cannot condition on the characteristics of each

member, each of them will have the same interest income Y to forgo on deposits.

Given the interest income that members can forgo, deposit demands are as in the previous

model with discrete choice: dj = Y/md
j .

The main difference relative to the discrete choice model example is the form of the indirect

utility. For a household member whose ideal characteristics are z, the indirect utility from deposits

at bank j is

vj(z;dj) = log(dj)− c
M

∑
k=1

(zk − zk
j )

2 + θ log(Sj)

The interpretation is that the habit reduces the cost of deviating from the ideal variety uniformly

across depositors, with scale θ.

Using this indirect utility with habits and following the approach in Anderson et al. (1989), it is

possible to derive the demand function in Equation (21) under the discrete choice model, and then

derive the CES demand following the same steps.

41M = N − 1, if it is greater, then the density is non-unique (Anderson et al., 1989).
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D Derivation of CES Deposit Demands

Considering two banks i and z, their relative deposit demand is

ds
it

ds
zt
=

(
md

it

md
zt

)−η(
Si,t−1

Sz,t−1

)θ(η−1)

Multiplying by md
it and integrating with respect to i we have∫

i
md

itd
s
it di = ds

zt

(
md

zt

)η
S−θ(η−1)

z,t−1

∫
i

(
md

itS
−θ
i,t−1

)1−η
di

which implies that, for a generic bank i,

ds
it =

(
md

it

)−η
Sθ(η−1)

i,t−1∫
i

(
md

itS
−θ
i,t−1

)1−η
di

∫
i
md

itd
s
it di

Let us define the average deposit spread

m̃d
t ≡

[∫
i

(
md

itS
−θ
i,t−1

)1−η
di
] 1

1−η

Then

ds
it =

(
md

it

m̃d
t

)−η

Sθ(η−1)
i,t−1

∫
i md

itd
s
it

m̃d
t

Finally, plugging into the definition of Ds
t we have

Ds
t =


∫

i


(

md
it

)−η
Sθ(η−1)

i,t−1

S−θ
i,t−1


1− 1

η

di


η

η−1 ∫
i md

itd
s
it di(

m̃d
t

)1−η

=

[∫
i

(
md

itS
−θ
i,t−1

)1−η
di
] η

η−1
∫

i md
itd

s
it di(

m̃d
t

)1−η

=
(

m̃d
t

)−η
∫

i md
itd

s
it di(

m̃d
t

)1−η

=

∫
i md

itd
s
it di

m̃d
t

i.e.

m̃d
t Ds

t =
∫

i
md

itd
s
it di

so the demand for deposits at bank i becomes

ds
it =

(
md

it

m̃d
t

)−η

Sθ(η−1)
i,t−1 Ds

t
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The budget constraint can be rewritten as

Cs
t + As

t +
∫ 1

0
ds

jt dj + Bs
t + Θ(Bs

t , Mt) = (1− τy)WtNs
t +

1 + it−1

Πt

(∫ 1

0
ds

j,t−1 dj + As
t−1

)
+

−
∫ 1

0

it−1 − id
j,t−1

Πt
ds

j,t−1 dj +
1 + iB

t−1

Πt
Bs

t−1 + Ts
t + Ξs

t

Cs
t + As

t +
∫ 1

0
ds

jt dj + Bs
t + Θ(Bs

t , Mt) = (1− τy)WtNs
t +

1 + it−1

Πt

(∫ 1

0
ds

j,t−1 dj + As
t−1

)
+

−
m̃d

t−1

Πt
Ds

t−1 +
1 + iB

t−1

Πt
Bs

t−1 + Ts
t + Ξs

t
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E Bank’s No-Arbitrage Condition with Adjustable-Rate Mortgages

With adjustable-rate mortgages, the no-arbitrage condition of the bank is the same,

Et

[
Λs

t,t+1

Πt+1
Ωt+1

]
iB
t = Et

[
Λs

t,t+1(Ω
X
t+1q∗t + ΩM

t+1)
]

However, the marginal values of mortgage principal and payment to the bank become

ΩX
t =

Ωt

Πt

ΩM
t = Et

[
Λs

t,t+1

(
ΩX

t+1q∗t + ΩM
t+1 −

Ωt+1

Πt+1
iB
t

)]
︸ ︷︷ ︸

=0

(1− ν)(1− µt)

Πt
− ν

Ωt

Πt

since now the rate on all outstanding mortgage principal is reset each period.

Substituting back into the no-arbitrage condition we get

Et

[
Λs

t,t+1

Πt+1
Ωt+1

]
iB
t = Et

[
Λs

t,t+1

Πt+1
Ωt+1

]
(q∗t − ν)

Hence q∗t = iB
t + ν for all t.
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F No-Arbitrage Condition and Marginal Value of Profits

Absent the portfolio-adjustment cost, iB
t = it and the no-arbitrage condition of the bank is

Et

[
Λs

t,t+1

Πt+1
Ωt+1

]
it = Et

[
Λs

t,t+1(Ω
X
t+1q∗t + ΩM

t+1)
]

which, once expressed in percentage deviations from the deterministic steady-state, becomes

−EtΠ̂t+1 + EtΩ̂t+1 + ît =
Π
i

[
q∗ΩX

(
EtΩ̂X

t+1 + q̂∗t
)
+ ΩMEtΩ̂M

t+1

]
where hatted variables denote percentage deviations from steady state and variables without time

subscript denote steady state values. Notice that I used the result that in steady state the marginal

value of profits Ω = 1.

Separating the terms that depend on Ω̂t’s we have(
ît −EtΠ̂t+1

) i
Πq∗ΩX − q̂∗t = EtΩ̂X

t+1 −EtΩ̂t+1
i

Πq∗ΩX +
ΩM

q∗ΩX EtΩ̂M
t+1 (22)

Expressing the definitions of marginal value of mortgage payments Xt and principal Mt to the bank

ΩX
t = Et

[
Λs

t,t+1ΩX
t+1

] (1− ν)(1− µt)

Πt
+

Ωt

Πt

ΩM
t = −Et

[
Λs

t,t+1ΩX
t+1

] q∗t (1− ν)(1− µt)

Πt
− ν

Ωt

Πt

in percentage deviations from steady state yields

ΩXΩ̂X
t =

Λs

Π
ΩX(1− ν)(1− µ)

[
EtΛ̂s

t,t+1 + EtΩX
t+1 −

µ

1− µ
µ̂t − Π̂t

]
+

1
Π

(
Ω̂t − Π̂t

)

ΩMΩ̂M
t = −Λs

Π
ΩXq∗(1− ν)(1− µ)

[
EtΛ̂s

t,t+1 + EtΩX
t+1 + q̂∗t −

µ

1− µ
µ̂t − Π̂t

]
− ν

Π

(
Ω̂t − Π̂t

)
Substituting for ΩX

t+1 and ΩM
t+1 in the rhs of Equation (22) we have

(
ît −EtΠ̂t+1

) i
Πq∗ΩX − q̂∗t = −EtΩ̂t+1

i
Πq∗ΩX +

(
EtΩ̂t+1 −EtΠ̂t+1

)
ΩXΠ

(
1− ν

q∗

)

− Λs

Π
(1− ν)(1− µ)Etq∗t+1

Since Ω = 1, we have that

q∗ = i + ν

thus the term
EtΩ̂t+1

Πq∗ΩX (q∗ − i− ν) = 0 ∀t

and the dynamics of the marginal value of profits Ωt are irrelevant for this equation to the first

order, near the steady state.

51



The only other equation where the marginal value of profits appears is the intertemporal equa-

tion (16) of the deposit spread md
t , and it does affect the deposit spread through that equation. In

addition to that equation, the other equations where deposits, habit stock or the deposit spread

appear are: the saver’s Euler equation for deposits (14), the saver’s budget constraint (15), the defi-

nition of dividends (17), the balance-sheet constraint (18), and the resource constraint (20).42

It is easy to show that, by Walras’ law, the saver’s budget constraint is redundant. Then: i)

bonds Bt appear only in the balance-sheet constraint and the definition of dividends; ii) dividends

divt appear only in the resource constraint through the cost f (divt) and the marginal value Ωt; iii)

the marginal value Ωt, to the first order, only appears in the Euler equation for the deposit spread

(16); iv) the deposit spread/deposit rate only appears in the saver’s Euler equation for deposits (14)

and dividends.

Hence, except for the dividend adjustment cost, this block of equations is recursive. Since the

dividend adjustment cost is quadratic, it only affects decisions through Ωt to a first order, and the

evolution of deposit-related variables is irrelevant for the rest of the economy without the bond-

adjustment cost.

42The law of motion of the habit stock (19) does not need to be in the list, since it only involves habit stock
and deposits, which are already counted in the other equations listed.
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G Additional Impulse Response Functions

Figure G.1: IRFs to 25 bp Monetary Shock to 1-Year Risk-Free Rate

Bank’s Variables
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Figure G.2: IRFs to 25 bp Monetary Shock to 1-Year Risk-Free Rate

Real Variables
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Figure G.3: IRFs to 25 bp Transitory Monetary Shock εi

Bank’s Variables
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Figure G.4: IRFs to 25 bp Transitory Monetary Shock εi

Real Variables
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Figure G.5: IRFs to Negative 1% Productivity Shock

Bank’s Variables
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Figure G.6: IRFs to Negative 1% Productivity Shock

Real Variables
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Figure G.7: IRFs to 25 bp Transitory Monetary Shock εi - Adjustable Rate Mortgages

Bank’s Variables
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H Complementarity between Consumption and Deposits in Utility

In order to break the assumption that consumption and deposits are separable in the utility function,

which may not hold in practice if there is a positive correlation between the level of economic

activity and demand for liquidity, I follow Piazzesi et al. (2021) and specify the utility function of

the saver as

Us (Cs
t , Ns

t , Ds
t ) =

1
1− 1

σ

(1− ψ)

(
Cs

t
χs

)1− 1
γ

+ ψ

(
Ds

t
χs

)1− 1
γ


1− 1

σ
1− 1

γ

− ζs

(
Ns

t
χ

)1+ε

1 + ε

With this different assumption, the marginal utility of consumption of the saver becomes

∂Us

∂Cs
t
= (1− ψ)

(1− ψ)

(
Cs

t
χs

)1− 1
γ

+ ψ

(
Ds

t
χs

)1− 1
γ


1
γ−

1
σ

1− 1
γ
(

Cs
t

χs

)− 1
γ 1

χs

thus the quantity of (habit-adjusted) deposits enters the marginal utility of consumption and then

the Euler equation for bonds, allowing for real effects of changes in deposit spreads and quantities.

If the curvature parameter γ is smaller than the IES σ, then consumption and deposits are comple-

ments and an increase in the deposit spread which reduces demand for deposits, will also reduce

consumption by savers.

Abstracting from the portfolio-adjustment cost for clarity, Figure H.1 shows impulse response

functions to a 25 bp inflation-target shock with complementarity between consumption and de-

posits43, and compares it with a version with separable preferences and no habits, i.e. with full

pass-through to deposit rates. Figure H.1 shows that real variables behave differently in the model

with imperfect pass-through relative to the model with full pass-through. In particular, saver’s

consumption increases by less, and as a result output increases by less.44 The increase in the de-

posit spread leads to a reduction in deposits demanded by the saver relative to the model with

full pass-through. Because deposits are complements with consumption in the utility function, the

saver increases consumption by less, and as output is partially demand-determined in this New

Keynesian setting, output increases by less.

43I re-parameterize internally-set parameters to match the targets described in Section 4 with the exception
of the TED spread, as the bond spread is constant absent the portfolio-adjustment cost.

44The inflation target shock leads to a decrease in the real short-term rate, so consumption of the saver –
the Ricardian household – increases.
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Figure H.1: IRFs to 25 bp Inflation Target Shock - Non-separable Preferences
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I Evidence in Support of Model Assumptions

An important assumption in the model is that deposit demands faced by banks have a persistent

component, captured in reduced form through deep habits for deposits.

Evidence in support of a dynamic component of demand for banks’ deposits is provided by

limited turnover of banks’ customers and depositors. Honka et al. (2017) discuss45 survey estimates

saying that 8.4% of the US population switches primary bank in a year, and 14% opens at least one

new account46 with another bank each year. They also report that “a study conducted by TD Bank

in 2013 says that 12% of the study respondents switched primary bank during the last two years”

and “a NY Times article published in 2010 mentions that [r]oughly 10 to 15 percent of households

move their checking account from one bank to another each year, a figure that hasn’t changed

substantially in recent years, according to several industry consultants and market researchers”.

Finally, Gourio and Rudanko (2014) report a customer turnover in online banking accounts of 10

to 20% per year. Overall, these estimates of turnover are similar, if not lower, than for turnover of

customers in retail goods markets (Paciello et al., 2019).

There are also branches of the management and statistics literature which focus on customer

valuation and prediction of customer attrition specifically at banks. Even if this includes customers

who are not just depositors, it further supports the idea that retail customer relationships are im-

portant for banks, including those with depositors. For instance, Haenlein et al. (2007) develop a

customer valuation model for retail banking and test it using data of a leading German bank. While

data confidentiality prevents them from reporting exhaustive statistics about customer turnover,

they say that 1 to 10% of customers aged 37/38 terminate their relationship with the bank in a

year - and this provides an upper bound also for depositors’ turnover. He et al. (2014) develop

a machine learning technique to predict customer attrition for commercial banks, and motivate it

precisely based on the difficulty in predicting attrition from a very imbalanced sample between

churners and non-churners at the bank.

In order to provide further evidence in support of the assumption that the deposit demand

faced by banks is persistent, I look at persistence in the portion of banks’ market shares in the

deposit market which is not explained by deposit rates or other sources of differentiation across

banks suggested in the literature that estimates structural demand models of commercial banks’

deposits (Dick 2008, Egan et al. 2017a, Egan et al. 2017b among others). The procedure is described

in Appendix J. I find that the autocorrelation of residuals is high, ranging from 0.995 at one quarter

to 0.97 at five years. While Egan et al. (2017b) call these residuals ‘productivity’, they reflect various

unexplained factors, including limited turnover of banks’ depositors.

45In the notes to the paper.
46While the types of accounts considered in the main survey in the paper include deposits, credit cards,

mortgages and investment accounts, the vast majority of shoppers open deposit accounts (85% checking,
58% saving), and the third most common type of account opened is credit cards (26%).
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Other assumptions

Banks are represented in the model as holding only mortgages as assets, earning only interest in-

come, and managing a duration-mismatched portfolio. These features are motivated by the empir-

ical evidence on the banking sector.
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Figure I.1: Shares of Banks’ Assets by Asset Class

Figure I.1 shows that real-estate loans and mortgage-backed securities are the largest asset-

category for commercial banks using data from the FFIEC Consolidated Reports of Condition and

Income (US Call Reports). The average share of total assets accounted for by this class is approxi-

mately 35% over the period 1997-2013, while all other loans and all other securities account for 28%

and 11% on average over the period, respectively.47

I also find that interest income accounts for most of total (interest and non-interest) income of

commercial banks. This is shown in Figure I.2 based on US FDIC Historical Statistics on Banking

data. While with the decrease in the term premium the share of total income accounted for by

interest income has decreased, even in the recent low-interest rate environment the share stands at

around 65%-70%.

Regarding duration mismatch, I follow the same procedure described in Section 6 but at the level

of the aggregate US commercial banking sector in order to estimate an aggregate average duration

of banks’ assets and liabilities. The resulting time series are reported in Figure I.3. As Drechsler

et al. (2020) find, the average duration of the aggregate of banks’ assets is approximately 4.3 years

during 1997-2013, while for liabilities it stands at 0.4 years. Excluding transaction and savings

47Cash, Federal funds sold and trading assets essentially account for the remaining part of total assets.
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Figure I.2: Banks’ Interest Income Share of Total Income

deposits for which the duration is assumed to be 0, I find that the average duration of remaining

banks’ liabilities is approximately 0.9 years - still significantly lower than for assets. Finally, even

if commercial banks are sophisticated investors and could hedge the interest-rate risk generated

by their duration-mismatched portfolio through derivatives, Begenau et al. (2015) find that only

approximately 50% of bank holding companies use interest rate derivatives48, and most banks use

them to take on more interest rate risk. In this sense, the model assumption that banks always

manage a duration mismatched portfolio is justified.

48Drechsler et al. (2020) instead look at holdings of interest-rate derivatives disaggregated by banks - not
at the aggregate bank holding company level - and report that only 8% of banks use such derivatives.
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Figure I.3: Repricing Maturity of Banks’ Assets and Liabilities
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J Estimation of Deposit Market Share Residuals

Using quarterly US Call Report data at the bank holding company level, I estimate the following

panel regression

log(sit) = αi + βid
it + ΓXit + δt + εit

where sit is the share of total deposits in the US held by bank i at time t, id
it is the deposit rate it

offers, Xit are other observables of the bank, and αi and δt are bank- and time-fixed effects. This

equation can be obtained from a discrete choice model of deposit services. As done by Egan et al.

(2017b), I use as controls Xit: the number of employees of the bank, its non-interest expenditure

(which includes salaries and costs related to management of bank branches), and the number of

bank branches. Deposits are the sum of transaction and savings deposits and the deposit rate is

the ratio of interest expense to the total stock of deposits for these two classes of deposits. In order

to account for endogeneity of deposit rates, I use as instrument the average characteristics of other

products in the market (Berry et al., 1995). Following Egan et al. (2017b), these are identified with the

number of branches, employees, total non-interest expenditures, and service charges on deposits of

the competitors of a bank. Information on MSAs where a bank operates through its branches comes

from FDIC data. For each bank characteristic, I compute the average value across competitors for

each MSA and quarter49 where the bank operates. Then these averages are aggregated across MSAs

by taking the weighted average based on the share of deposits in the MSA held by a bank. The

instruments then are the lagged values of these average characteristics. They will be relevant to the

extent that a bank is induced to offer a higher deposit rate if its competitors offer better products.

The instruments are valid if, in each period, they are orthogonal to bank i-period t demand shocks.50

Table J.1 below shows the results of the panel IV estimation. The results are in line with Egan

et al. (2017b) and the instruments pass under-identification, weak-identification and over-identification

tests. At a market share of 5%, an increase in the deposit rate by 100 bps increases the market share

by 1.1 percentage points.

Finally, I compute the residuals

ε̂it = log(sit)− α̂i − β̂id
it − Γ̂Xit − δ̂t

and find that the autocorrelation of residuals is high, ranging from 0.995 at one quarter to 0.97 at

five years.

49MSAs are another standard level of aggregation in defining deposit markets, see e.g. Dick (2008).
50Since competitors’ characteristics used in the instruments adjust slowly relative to rates and are lagged,

validity is more likely to hold.
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(1)
Log-deposit market share

Deposit rate 23.173∗∗

(9.4546)

N. employees (1,000s) 0.011∗∗∗

(0.0037)

Non-interest expense (billions) -0.109
(0.0684)

N. branches 0.012∗∗∗

(0.0021)

Bank FE Y
Time FE Y
N 212,254
R2 0.932

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Data is from US Call Reports and FDIC, Q1 1994 - Q4 2013.
The dependent variable is the natural logarithm of the share
of total US deposits in a quarter accounted for by a bank,
where deposits are transaction and saving deposits. The de-
posit rate is the ratio of interest expense to stock of deposits,
and its coefficient reported in the table is the IV estimate using
the Berry et al. (1995) instruments - as explained in the main
text. Independent variables are winsorized at the 1% level.
The instruments are relevand and valid. The null hypothesis
of an LM underidentification test (instruments are not corre-
lated with the endogenous regressor) is rejected with a value
of the Kleibergen-Paap rk LM statistic of 59.6 (p=0), the null
hypothesis of a ‘weak’ identification test (instruments are only
weakly correlated with the endogenous regressor) is rejected
with a value of the robust Kleibergen-Paap Wald rk F statistic
of 202.7 (p=0), and the null hypothesis of the overidentification
test (instruments are uncorrelated with the error term) is not
rejected with a value of the Hansen J statistic of 1.1 (p=0.75).

Table J.1: Deposit Demand IV Estimation
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