
Code of Practice 

CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  
CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF 
PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  CODE OF PRACTICE 2007  

Staff Working Paper No. 901
Terms-of-trade shocks are not all alike
Federico Di Pace, Luciana Juvenal and Ivan Petrella 

January 2021

Staff Working Papers describe research in progress by the author(s) and are published to elicit comments and to further debate.  
Any views expressed are solely those of the author(s) and so cannot be taken to represent those of the Bank of England or to state  
Bank of England policy. This paper should therefore not be reported as representing the views of the Bank of England or members of  
the Monetary Policy Committee, Financial Policy Committee or Prudential Regulation Committee.



Staff Working Paper No. 901
Terms-of-trade shocks are not all alike
Federico Di Pace,(1) Luciana Juvenal(2) and Ivan Petrella(3) 

Abstract
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1 Introduction 

Developing countries are vulnerable to fluctuations in the terms of trade. Large swings occur 
very often and these are thought to generate abrupt changes in a country’s trade balance, 
current account and output (see, for example, Mauro and Becker, 2006). A deterioration in 
the terms of trade can lead to difficulties in financing current account deficits and a large 
external debt. While terms-of-trade shocks are typically viewed as a major source of business 
cycle fluctuations in emerging and low-income countries, the literature has not provided a clear 
guidance on quantifying how important they are for driving a country’s main macroeconomic 
variables. From a theoretical standpoint, the predictions of business cycle models conclude 
that between 30 and 50 percent of the variance of output is driven by terms-of-trade shocks 
(Mendoza, 1995 and Kose, 2002). However, recent empirical evidence presented in Schmitt-
Grohé and Uribe (2018) suggests that terms-of-trade shocks explain around 10 percent of the 
variance of output. This has given rise to the “terms of trade disconnect puzzle:” terms-of-
trade shocks appear less important in the data than in theory. 

Our main contribution is to show that the “terms of trade disconnect puzzle” is explained 
by the fact that terms-of-trade shocks are not all alike. The terms of trade are defined as 
the ratio between export and import prices. As such, a terms-of-trade shock may result 
from a shift in export prices, import prices, or not perfectly offsetting movements in both. 
When analyzing terms-of-trade shocks, it is implicitly assumed that the economy responds 
symmetrically to an increase in export prices and a decline in import prices. We show that 
this is not the case and document that the effects of a positive export price shock do not mirror 
the effects of a negative import price shock. This could happen for a number of reasons. For 
example, if the exportable and importable sectors have different weights in the economy, or 
due to the shocks having different channels of transmissions. Drechsel and Tenreyro (2018), for 
instance, highlight the presence of a “borrowing cost channel” associated to shifts in the price 
of exports. Overall, this implies that the terms-of-trade shocks which are typically analyzed 
in the literature fail to capture the individual role of export and import prices in transmitting 
disturbances to the economy. 

Our results suggest that while export price shocks have larger and more persistent effects 
on the economy, the impact of import price shocks is more muted. The fact that the commod-
ity export share is much higher than the commodity import share is key to understand the 
heterogeneous results. In addition, global economic activity shocks, which reflect unexpected 
changes in global output, are a common shifter of commodity export and import prices. When 
global economic activity goes up, there is an increase in demand for all commodities which 
induces a simultaneous rise in export and import prices but could reflect a small or no change 
in the terms of trade.1 However, since the economy responds asymmetrically to movements 
in export and import prices, global economic activity shocks, while largely not visible in the 
terms of trade metric, play an important role for developing countries’ business cycles. The 
documented high correlation between commodity export and import prices is to a large extent 
explained by the fact that they are driven by the global economic activity shock. 

In order to investigate the transmission of export and import price shocks separately, we 
construct a comprehensive time series of country-specific export and import price indices for 
a sample of emerging and developing economies.2 Specifically, we calculate these indices using 
individual commodity and manufacturing prices combined with time-varying sectoral export 
and import shares. This extends earlier work that has followed a similar approach but only 
focused on the construction of terms of trade measures based on prices of raw commodities 

1Juvenal and Petrella (2015) show that global demand shocks are the main drivers of the co-movement 
between commodity prices. See also Alquist, Bhattarai, and Coibion (2020); and Delle Chiaie, Ferrara, and 
Giannone (2017). 

2This dataset will be updated on regular time intervals and available from our websites. 
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Figure 1: Comparison Forecast Error Variance Decomposition 

0 10 20 30 40 50 60

% Share of FEVD Explained by ToT Shock 

0

10

20

30

40

50

60

%
 S

ha
re

 o
f F

E
V

D
 E

xp
la

in
ed

 b
y 

E
ne

rg
y,

 
A

gr
ic

ul
tu

ra
l, 

M
et

al
s 

C
om

m
od

ity
 P

ric
es

Output

DZA
ARG

BGD

BOL

BRA

BFA
CMR

TCD

COL

COD

CIV

DOM

EGYGNQ
GAB

GHA

GTM
HND

IND

IDNJOR

KEN

MDG

MWI

MUS

MEX

MAR

NER

NGA

PAK

PER PHL

SEN

ZAF

SDN

THATUR URY

0 10 20 30 40 50 60

% Share of FEVD Explained by Yg, Px, Pm Shocks

0

10

20

30

40

50

60

%
 S

ha
re

 o
f F

E
V

D
 E

xp
la

in
ed

 b
y 

E
ne

rg
y,

 
A

gr
ic

ul
tu

ra
l, 

M
et

al
s 

C
om

m
od

ity
 P

ric
es

Output

DZA
ARG

BGD

BOL

BRA

BFA
CMR

TCD

COL

COD

CIV

DOM

EGYGNQ
GAB

GHA

GTM
HND

IND

IDNJOR

KEN

MDG

MWI

MUS

MEX

MAR

NER

NGA

PAK

PER PHL

SEN

ZAF

SDN

THA TURURY

(a) T oT Shocks and World Shocks (b) World Shocks vs. P x , P m and Y g Shocks 

Notes: The first panel of this Figure compares the one-year ahead forecast error variance decomposition of 
output, for each country, obtained in Schmitt-Grohé and Uribe (2018) (x-axis) vis-à-vis Fernández et al. (2017) 
(y-axis). The second panel shows a comparison of the forecast error variance decomposition of output, for each 
country, obtained in our model (x-axis) comprising export price (P x), import price (P m) and global economic 
activity shocks (Y g ) vis-à-vis Fernández et al. (2017) (y-axis). 

(see, Deaton and Miller, 1996; and Cashin, Céspedes, and Sahay, 2004). With regard to the 
methodology, we follow the recommendation of the IMF Export and Import Price Manual. 
By and large, our terms of trade measure offers an improvement with respect to the official 
one based on unit values derived from countries’ customs data. As documented in Kravis and 
Lipsey (1971) and Silver (2009), the latter measure is likely to contain biases originated in, for 
example, changes in the mix of heterogeneous products or incorrect recording of quantities. 

One conjecture in Schmitt-Grohé and Uribe (2018) is that the “disconnect” could be partly 
driven by the fact that terms-of-trade shocks may fail to capture the transmission mechanism 
of world shocks. In fact, Fernández, Schmitt-Grohé and Uribe (2017) argue that world shocks 
propagate to the domestic business cycle through commodity prices and show that fluctuations 
in the latter explain a sizable proportion of domestic business cycles. To illustrate this result, 
the scatter plot presented in Panel (a) of Figure 1 compares, for each country, the one-year 
ahead forecast error variance decomposition of output driven by terms-of-trade shocks (as in 
Schmitt-Grohé and Uribe, 2018) and driven by world shocks, captured by three commodity 
prices (as in Fernández et al., 2017).3 Note that most observations are concentrated above the 
45 degree line. This indicates that world shocks explain a higher share of output fluctuations 
than terms-of-trade shocks. 

Our paper proposes an explanation for why the recent empirical evidence is at odds with 
the predictions of theoretical models. In doing so, we bridge the gap between the literature 
on the “terms of trade disconnect puzzle” and the one suggesting that shocks to world com-
modity prices explain a large proportion of aggregate fluctuations. In particular, we highlight 
that a departure from a single commodity price paradigm to allow for a distinction between 
export and import price disturbances is important for the study of the effects of terms-of-trade 
shocks. The scatter plot in Panel (b) of Figure 1 illustrates that the combination of export 
price, import price and global economic activity shocks explains a share of output variance 

3We calculate the variance decomposition using our own dataset and the methodology explained in Section 
3. The results are in line with those of the papers cited. The three commodity prices are: energy, agriculture 
and metals. 
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consistent with the proportion attributed to the three commodity price indices. Therefore, 
the three shocks that we identify are able to capture the extent to which external shocks 
affect economic fluctuations in developing countries and at the same time allow us to shed 
light on the different (or differing) channels of transmission of these shocks. Our results bring 
the empirical results closer to the predictions of theoretical models, therefore reinforcing the 
focus of policy makers on terms of trade movements. Overall, the finding that terms-of-trade 
shocks are empirically important for business cycle fluctuations and the fact that the implicit 
assumption of symmetric responses of the economy to an export price and import price shock, 
common in theoretical models with terms of trade, is rejected by the data, invites the use of 
a new theoretical framework to study imports and exports price shocks separately. 

We identify export price, import price and global economic activity shocks imposing eco-
nomically meaningful sign restrictions on the impulse responses of a subset of variables (see 
Canova and De Nicoló, 2002; and Uhlig, 2005) complemented with narrative based restric-
tions. The narrative approach (Antoĺın-Dı́az and Rubio-Ramı́rez, 2018) allows us to narrow 
the set of the identified model so that it is consistent with a series of pre-specified important 
events. Narrative restrictions were constructed examining historical documents and newspa-
per articles to identify episodes of significant commodity price changes that were unrelated 
to important macroeconomic developments such as natural disasters, weather related shocks 
or major geopolitical events. From this analysis we identify a total of 23 price episodes that 
we use to derive narrative restrictions for export and import price shocks. In particular, we 
match those events to export price and import price shocks, for each country, by assessing the 
export and import shares of each commodity for every episode.4 

We compute the variance decomposition to assess the importance of each shock in driving 
business cycle fluctuations. Our estimates indicate that, taken together, export price and 
import price shocks explain from 20 to 40 percent of output on impact and at a 10-year 
horizon, respectively. Moreover, we find that global economic activity shocks explain up to 32 
percent of the variation in export prices and 41 percent of the variation in import prices while 
they account for only one-fourth of the variation in the terms of trade. By moving export and 
import prices in the same direction a large fraction of the impact of global economic activity 
cancels out in the terms of trade metric. However, it is relevant to explain business cycles 
fluctuations through the asymmetric effects of export and import prices. 

Given that aggregate results mask a great deal of heterogeneity across countries, we inspect 
the main drivers behind the different results. For export price shocks, a key characteristic to 
understand the heterogeneous effects on macroeconomic variables is the extent to which the 
export share is dominated by commodities. Following an export price shock, the effects on 
the real economy are more substantial for countries with a larger commodity export share. In 
addition, output of richer countries tends to be more responsive to export price shocks. The 
effects on the terms of trade after an export price shock are higher the larger the commodity 
export share and in countries which exhibit a higher concentration of their commodity export 
base. Interestingly, countries that have a higher commodity export share exhibit, on average, 
a larger response of export prices and the terms of trade in response to a global economic 
activity shock. The response of output following an import price shock is more homogeneous 
across countries, with richer economies displaying a smaller response of output.5 

This paper contributes to the literature that analyzes the role of terms-of-trade shocks 
in explaining business cycle fluctuations in emerging and low-income countries. From a the-
oretical perspective, most papers find that terms-of-trade shocks are a significant driver of 

4For example, we identify a positive coffee price shock in 1986 originated in droughts in Brazil. This episode 
would serve as a positive export price shock for coffee exporting countries such as Guatemala. 

5The homogeneous response of output following an import price shock is confirmed when we analyze the 
impulse responses by splitting the countries by commodity export and import groups. 
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2 Data and Descriptive Statistics 

output fluctuations (Mendoza, 1995 and Kose, 2002). From an empirical standpoint, the role 
of terms-of-trade shocks is less important in the data than in theory because terms-of-trade 
shocks fail to capture the role of individual prices in transmitting world shocks (Fernández et 
al., 2017 an Schmitt-Grohé and Uribe, 2018). To the best of our knowledge, our paper is the 
first to exploit the individual role of country-specific export and import prices in transmitting 
shocks to business cycles. Our paper is also related to the literature that studies the rela-
tionship between terms of trade of developing countries and international prices. Bidarkota 
and Crucini (2000) construct a proxy of the terms of trade using world commodity prices and 
trade shares and conclude that a country’s terms of trade variation is explained by the price 
volatility of the commodities in which a country specializes. Cashin et al. (2004) analyze the 
role of commodity price movements in explaining real exchange rate fluctuations, and find 
that they do for about one-third of their sample. In a related study, Ayres, Hevia and Nicolini 
(2020) highlight that fluctuations in commodity prices account for a large fraction of the real 
exchange rate volatility. 

Our study offers some contrasts and similarities with respect to the existing literature. 
First, from a methodological point of view, our measure of export prices, import prices, and 
terms of trade extends beyond primary commodities to include also manufacturing. This is 
important, in particular for import prices. We show that not accounting for the share of 
manufacturing overstates the volatility of export and import prices and yields less volatile 
terms of trade. Second, our results suggest that differences in the commodity intensity play 
an important role in explaining the heterogeneous impact of export and import price shocks. 
In line with the literature, we find that shocks to export prices (which are largely dominated 
by raw commodities) explain a large fraction of the variation in the terms of trade and the 
real exchange rate. 

The paper is organized as follows. Section 2 presents the data, details the methodology 
to calculate the country-specific export and import prices indices and includes a rich set of 
descriptive statistics. Section 3 shows the empirical methodology and identification strategy. 
Section 4 discusses the baseline results. The extensions are presented in Section 5 and Section 
6 concludes. Appendix A describes the macroeconomic and commodity data, while Appendix 
B attends to the construction of narrative series of exogenous price shocks. The empirical 
evidence on global economic activity shocks is in Appendix C. Finally, Appendix D presents 
the cross-country and group heterogeneity results. 

Our data set combines information from commodity prices, U.S. producer price indices (PPI), 
country-specific sectoral export and import shares, and macroeconomic indicators. 

We focus on emerging and low-income countries as in Schmitt-Grohé and Uribe (2018). 
The sample is annual and covers the period 1980-2016 for 38 countries. To be included in the 
sample, a country needs to have at least 30 consecutive annual observations and to belong to 
the group of poor and emerging countries. This group is defined as all countries with an average 
GDP per capita at PPP U.S. dollars of 2005 over the period 1980-2016 below 25,000 dollars 
according to the World Bank’s World Development Indicators (WDI) database. The countries 
that satisfy these criteria are: Algeria, Argentina, Bangladesh, Bolivia, Brazil, Burkina Faso, 
Cameroon, Chad, Colombia, Congo, Cote d’Ivore, Dominican Republic, Egypt, Equatorial 
Guinea, Gabon, Ghana, Guatemala, Honduras, India, Indonesia, Jordan, Kenya, Madagascar, 
Malawi, Mauritius, Mexico, Morocco, Niger, Nigeria, Pakistan, Peru, Philippines, Senegal, 
South Africa, Sudan, Thailand, Turkey and Uruguay. The data coverage for each country is 
listed in Table A.1 of Appendix A. 

In what follows we summarize the macroeconomic data used in our analysis, explain the 
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construction of the export and import price indices, and present some descriptive statistics. 

2.1 Macroeconomic Data 

The country-specific macroeconomic variables are real GDP per capita (Y ), real consumption 
expenditure per capita (C), real gross investment per capita (I), the trade balance as a 
percentage of GDP (TB), and the real exchange rate (RER). Our empirical measure of the 

EtP US 

real exchange rate is the bilateral U.S. dollar real exchange rate defined as RERt = Pt

t , 
where Et is the official nominal exchange rate, P US denotes the U.S. CPI, and Pt is thet 
domestic country consumer price index. Since the real exchange rate is defined as the price 
of foreign goods in terms of domestic goods, a decrease in RER implies a real appreciation. 
These variables are obtained from the WDI database with the exception of the CPI from 
Argentina which is sourced from Cavallo and Bertolotti (2016). We measure real world GDP 
using an aggregate sourced from Haver Analytics calculated based on data for 63 countries, 
expressed at 2010 prices and exchange rates. A full description of the macro data is detailed 
in Appendix A.1. 

2.2 Export and Import Price Indices 

We construct country-specific export and import price indices denominated in U.S. dollars 
(P x and P m) using sectoral export and import shares, commodity prices, and U.S. PPI data 
as a proxy for manufacturing prices. 

The weights for the calculation of the price indices are given by the products’ export and 
import shares. In order to calculate these shares, for each country, we obtain a time series of 
highly disaggregated product export and import values sourced from the MIT Observatory of 
Economic Complexity.6 The product data are disaggregated at the 4-digit level and classified 
according to the Standard International Trade Classification, Revision 2 (SITC Rev. 2). Our 
sample consists of 988 categories but since we only have price information of 62 categories, 
the trade shares are reclassified so that we can match the weights with the price data. 

For 46 out of the 62 sectors we obtain commodity prices from the World Bank’s Commodity 
Price Data (details in Appendix A.2). For 16 manufacturing categories such as transport 
equipment, machinery and equipment, and textile products and apparel we proxy world prices 
using sectoral U.S. PPI data sourced from the Federal Reserve Bank of St. Louis FRED. Table 
A.2 in Appendix A includes the list of the manufacturing industries used and the corresponding 
North American Industry Classification System (NAICS) code. In order to match the sectoral 
manufacturing price data with the trade shares, NAICS codes were reclassified to match with 
the SITC classification. 

Using this information, for each country, we compute P x and P m following the indications 
of the IMF Export and Import Prices Manual.7 In particular, the manual explains that it is 
possible to calculate a chain index for import and export prices from goods specific prices as 
follows: 

No.GoodsX 
P 0:t = P 0:t−1 wj,t−1Pj

t−1:t , (1) 
j=1 

P 0:0where P 0:t is the aggregate price index at time t with base price at 0 (i.e. = 1); j 
denotes the good, which comprises 46 commodities and 16 manufacturing industries; wj,t−1 is 
the weight of good j at time t − 1, defined as the export or import share of that good in a 

6The data can be accessed at https://atlas.media.mit.edu/en/. 
7https://www.imf.org/en/Publications/Manuals-Guides/Issues/2016/12/31/Export-and-Import-

Price-Index-Manual-Theory-and-Practice-19587. 
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t No.Goods � � 

P 0:t 
Y⎣ 

X Pj,τ ⎦= wj,τ −1 . (2)
Pj,τ−1τ =1 j=1 

country’s total exports or imports; and Pj
t−1:t is good j price index at time t with base price 

P 0:t/P 0:t−1at t − 1. Note that since P t−1:t = , it is possible to use a panel of annual good j j j 
prices (Pj,t) and calculate the aggregate price index as: ⎡ ⎤ 

This index allows us to use time varying weights, therefore accounting for changes in a country’s 
composition of exports and imports across time. As we will show in Section 2.3, these changes 
can be quite significant for some countries. 

In our empirical analysis we deflate the export and import price indices by the U.S. con-
sumer price index (CPI), and therefore consider real dollar export and import prices (as in 
Cashin et al., 2004). The terms of trade of a given country are defined as the relative price of 

Px
tits exports in terms of its imports and can be calculated as: T oTt = Pm
t 
. 

2.3 Time Variation in Trade Shares 

The left panel of Table 1 reports the values of the commodity import and export shares by 
country for the period 1980-2016 while the right panel describes three commodities which 
represent the largest proportion of imports and exports during the same period. Tables A.4-
A.6 in Appendix A show the same information for the subperiods 1980-1990, 1990-2000, and 
2000-2016, respectively.8 

From Table 1 it is clear that developing countries depend heavily on commodity exports 
and that exports are very concentrated on a few commodities while imports are much more 
disperse. As an illustration, in approximately half of the countries, exports of three main 
commodities account for more than 50 percent of a country’s total exports. In addition, for 
70 percent of the countries, total commodity exports represent more than half of their export 
earnings. By contrast, import shares implied by the sum of the three main commodity imports 
account for less than 40 percent of total imports. This is not surprising given that developing 
countries’ economies are less diversified and therefore tend to import a wide range of products. 

We observe that countries specialize in exports of different groups of commodities. However, 
many of them depend on exports of crude oil and food.9 In fact, looking at the figures for 
the entire period, crude oil is the main export for 10 countries while food is the main export 
for 7 countries. There are, however, some striking differences across countries. While total 
commodity exports represent 17 percent in Bangladesh, they account for 92 percent of total 
exports for Algeria for the period between 1980 and 2016. Given that many countries also 
depend on crude oil and food imports, the concentration of imports and exports suggests that 
the terms of trade variation in developing countries may be driven by price fluctuations in key 
commodities. In addition, the fact that exports of a few commodities represent such a large 
share of total exports while the importance of commodity imports is much smaller, presumably 
indicates that price shocks affecting exports may have different effects on the economy than 
price shocks affecting imports. 

There is a group of countries for which we observe that the main commodities exported and 
imported shifted significantly across the different periods. For example, Figure 2 shows that 
up to 1987 crude oil was the main commodity export for Peru, representing over 20 percent 

8The breakdown of trade shares by subperiods allows us to gauge how countries’ import and export structures 
have changed during the time span we analyze. 

9Throughout out paper we use cereals as a proxy for food. Evidence suggests that cereals are the most 
important source of food consumption. This is documented by the FAO and further information can be found 
here: http://www.fao.org/docrep/006/Y4683E/y4683e06.htm. 
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Table 1: Commodity Imports and Exports (1980-2016) 

Comm. Imp. % Comm. Exp. % Main Imports Main Exports 

Algeria 31.0 91.9 Food Wheat Met. & Min. Crude oil Natural gas Fertilizers 
Argentina 19.1 71.1 Natural gas Met. & Min. Crude oil Food Soybean meal Crude oil 
Bangladesh 36.9 17.3 Crude oil Wheat Cotton Food Other R. M. Tea 
Bolivia 20.9 92.8 Met. & Min. Crude oil Wheat Natural gas Tin Gold 
Brazil 34.4 55.3 Crude oil Fertilizers Food Iron ore Coffee Crude oil 
Burkina Faso 29.1 91.7 Food Crude oil Met. & Min. Cotton Gold Oils & Meals 
Cameroon 31.6 94.5 Crude oil Food Met. & Min. Crude oil Timber Cocoa 
Chad 21.3 95.0 Food Wheat Met. & Min. Cotton Crude oil Other R. M. 
Colombia 20.8 74.1 Crude oil Food Met. & Min. Crude oil Coffee Coal 
Congo, Dem. Rep. 29.1 66.7 Food Crude oil Met. & Min. Copper Met. & Min. Crude oil 
Cote d’Ivoire 40.0 89.6 Crude oil Food Rice Cocoa Coffee Timber 
Dominican Republic 29.3 37.0 Crude oil Food Met. & Min. Sugar Tobacco Gold 
Egypt, Arab Rep. 39.2 68.5 Wheat Food Crude oil Crude oil Food Cotton 
Equatorial Guinea 31.1 95.2 Met. & Min. Beverages Food Crude oil Timber Cocoa 
Gabon 23.1 95.6 Met. & Min. Food Crude oil Crude oil Timber Met. & Min. 
Ghana 28.2 88.4 Crude oil Food Met. & Min. Cocoa Aluminum Timber 
Guatemala 30.0 63.3 Crude oil Food Met. & Min. Coffee Food Sugar 
Honduras 28.6 59.5 Crude oil Food Met. & Min. Banana Coffee Food 
India 41.5 33.7 Crude oil Gold Fertilizers Food Crude oil Met. & Min. 
Indonesia 34.5 64.1 Crude oil Met. & Min. Other Raw Mat. Crude oil Natural gas Food 
Jordan 36.6 59.2 Crude oil Food Met. & Min. Fertilizers Food Met. & Min. 
Kenya 30.4 78.3 Crude oil Met. & Min. Palm oil Tea Coffee Food 
Madagascar 25.9 69.2 Rice Met. & Min. Food Food Coffee Met. & Min. 
Malawi 22.5 90.7 Fertilizers Met. & Min. Food Tobacco Tea Sugar 
Mauritius 28.7 41.6 Food Crude oil Met. & Min. Sugar Food Precious 
Mexico 20.1 35.4 Met. & Min. Crude oil Food Crude oil Food Met. & Min. 
Morocco 36.9 49.5 Crude oil Wheat Fertilizers Food Fertilizers Orange 
Niger 29.0 29.3 Food Met. & Min. Tobacco Crude oil Met. & Min. Food 
Nigeria 24.5 97.3 Food Met. & Min. Crude oil Crude oil Natural gas Cocoa 
Pakistan 43.4 25.8 Crude oil Palm oil Fertilizers Rice Cotton Food 
Peru 30.6 83.5 Crude oil Wheat Food Copper Zinc Crude oil 
Philippines 28.6 29.2 Crude oil Food Wheat Food Coconut oil Copper 
Senegal 42.0 78.7 Crude oil Food Rice Food Oils & Meals Fertilizers 
South Africa 20.4 59.5 Crude oil Met. & Min. Food Gold Platinum Coal 
Sudan 27.0 96.9 Wheat Food Met. & Min. Crude oil Cotton Other R. M. 
Thailand 30.5 38.9 Crude oil Met. & Min. Food Food Rice Rubber 
Turkey 31.9 34.2 Crude oil Iron ore Other R. M. Food Met. & Min. Crude oil 
Uruguay 31.7 60.5 Crude oil Food Fertilizers Beef Food Rice 

Median 29.1 66.7 

of total exports, but afterward copper became the main export with an export share of about 
24 percent. Moreover, in the 1990s Peru became a net importer of crude oil, turning into the 
commodity with the largest import share. These changes in the values of the trade shares have 
important implications for computing terms of trade. Following with the example of Peru, it 
is clear that in the early part of the sample the price of oil would be positively correlated with 
P x and T oT . In the second part of the sample it would instead be negatively correlated with 
T oT because of its positive correlation with P m . It is common in the literature to construct 
terms of trade proxies using fixed trade shares. What would happen if we measured terms of 
trade using a fixed trade share? Using fixed trade shares would severely bias the results against 
finding an important role for the terms of trade in explaining output fluctuations whenever a 
country trade specialization changes substantially over time so that it shifts from being a net 
importer to a net exporter of a given commodity (or the other way around). In the example of 
Peru, if we had used fixed trade shares anchored in the values of the early 1990s, the terms of 
trade would be negatively correlated with the “true” terms of trade in the second half of the 
sample. Given that a terms of trade improvement is associated with an increase in output, the 
terms of trade measure with fixed shares would result in a positive correlation between terms 
of trade and output in the early part of the sample and an erroneous negative correlation in 
the second part, bringing the correlation for the entire sample close to zero. 

There is another group of countries for which the fraction of total exports accounted for 
by the single most important commodity is very large. Even within this group, export shares 
exhibit some variation in the different subperiods. For example, crude oil has been persistently 
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Figure 2: Import and Export Shares 
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Notes: This Figure shows the evolution of import and export shares of the three main commodities imported 
and exported by Peru for the period 1980-2016. 

the most important commodity export for Algeria, but it represented 77 percent of total 
exports in 1980-1990, 60 percent in 1990-2000, and 59 percent in 2000-2016. Similarly, cotton 
is consistently the main export for Burkina Faso, with the export shares ranging from 35 to 
56 percent in the subperiods analyzed. 

These examples highlight the importance of using time-varying trade shares given that the 
shifts in trade specialization over time are present for the majority of countries. The change in 
the pattern of export specialization is related to the findings of Daruich, Easterly and Reshef 
(2019) who document that these patterns are not persistent over time. Interestingly, we find 
a similar result not only for export but also for import specialization. 

2.4 Alternative Measures of Terms of Trade 

The official measure of the terms of trade sourced from the WDI (denoted as T oT o) is cal-
culated as a ratio of the export unit value index to the import unit value index. Unit values 
are derived from countries’ customs data. As it has been pointed out in earlier literature, 
these indices are likely to contain biases stemming from changes in the mix of heterogeneous 
products recorded in customs documents or poor quality of recorded data on quantities (see 
Kravis and Lipsey, 1971; Silver, 2009). In addition, those biases are likely to be different for 
each of the countries considered. 

The main advantage of the proxies of export and import prices, and hence terms of trade, 
that we construct is that they are entirely based on observable (world) prices and linked to 
each of the countries based on their trade exposure. As shown in the first column of Table 2, 
(the quadratically detrended log of) our measure of the terms of trade is positively correlated 
with official one sourced from WDI: for most of the countries (23 out of 38) the correlation in 
the detrended data is higher than 0.5.10 

The commodity terms of trade (hereafter T oT c) is another popular measure used in the 
literature (see Cashin et al., 2004; Bidarkota and Crucini, 2000). As the name suggests, it 

10Given that we are linking 988 sectors into 62 categories for which we have commodity and manufacturing 
price data, the correlation is quite remarkable. Also note that the correlations are computed on the quadratically 
detrended logarithm of the data. Actual series present distinct trends that are also well captured by our measure, 
and the difference between the (log of the) two series is stationary. Without removing the trend the median 
correlation is about 0.9, which highlights that our approximation also captures well the low frequency behavior 
of the terms of trade. 
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Table 2: Descriptive Statistics 

Corr(T oT, T oT o) σ(P x) γ1(P x) σ(P m) γ1(P m) Corr(P x, P m) σ(T oT ) γ1(T oT ) 

Algeria 90.5 31.6 67.5 6.3 72.8 27.6 30.4 71.0 
Argentina 38.8 12.8 65.0 4.7 69.8 91.5 8.6 60.7 
Bangladesh 81.2 3.4 60.4 8.5 70.2 54.2 7.2 75.0 
Bolivia 67.7 17.7 66.8 5.8 71.8 68.7 14.3 69.4 
Brazil 49.0 11.2 66.6 8.6 65.6 90.6 5.0 60.7 
Burkina Faso 82.8 17.1 66.4 6.3 64.5 71.9 13.3 65.2 
Cameroon 39.6 21.4 64.9 8.1 64.2 78.9 15.8 67.9 
Chad 64.5 26.5 57.6 5.0 74.6 80.8 22.7 52.6 
Colombia 91.0 18.1 61.1 4.8 66.7 71.6 15.0 59.0 
Congo, Dem. Rep. 61.2 16.4 59.7 6.4 66.3 80.6 11.9 57.6 
Cote d’Ivoire 38.0 14.0 63.0 10.1 58.5 71.1 9.9 49.2 
Dominican Republic 10.2 9.3 47.4 6.3 66.0 50.9 8.2 43.1 
Egypt, Arab Rep. 45.3 17.3 58.9 8.6 69.0 53.8 14.6 65.5 
Equatorial Guinea 59.1 27.6 59.8 4.5 62.5 57.3 25.3 58.5 
Gabon 72.4 28.8 61.9 5.1 75.9 45.1 26.8 63.0 
Ghana 74.5 15.3 62.2 6.8 67.4 80.5 10.7 55.2 
Guatemala 58.7 10.9 61.7 6.8 63.3 75.8 7.3 45.1 
Honduras 55.3 7.5 51.4 7.4 75.0 71.4 5.6 33.0 
India 58.7 7.1 68.4 11.3 61.8 91.3 5.6 56.3 
Indonesia 82.6 14.9 67.5 9.8 69.6 79.1 9.3 77.5 
Jordan 39.3 12.0 53.7 7.9 67.0 91.2 5.8 26.0 
Kenya 31.9 11.8 63.5 8.3 61.4 74.4 7.9 42.6 
Madagascar 21.8 10.5 51.5 6.0 71.1 74.2 7.2 41.7 
Malawi 52.8 10.9 70.5 6.1 68.1 66.9 8.2 51.9 
Mauritius 26.2 17.1 58.6 5.9 60.4 46.4 15.3 54.9 
Mexico 95.7 7.8 59.3 4.2 69.3 43.4 7.1 68.5 
Morocco 35.1 9.7 61.2 8.0 63.3 89.8 4.3 48.5 
Niger 21.5 12.3 66.1 6.8 78.2 31.0 12.1 75.9 
Nigeria 93.5 33.2 62.7 6.7 75.9 57.4 29.8 63.7 
Pakistan 59.1 6.2 66.3 10.3 62.7 59.6 8.3 69.5 
Peru 70.0 18.8 72.5 8.1 71.1 94.7 11.4 67.1 
Philippines 58.5 5.6 44.5 5.6 53.3 51.5 5.5 43.5 
Senegal 23.8 13.2 61.6 9.1 60.4 92.6 5.8 54.7 
South Africa 74.1 13.1 73.0 6.4 65.4 93.5 7.5 73.5 
Sudan 75.0 20.7 66.2 5.7 58.9 80.6 16.5 64.8 
Thailand 41.2 7.9 58.0 8.1 63.5 66.9 6.5 51.8 
Turkey 13.0 6.3 60.4 7.5 67.7 81.7 4.3 63.5 
Uruguay 82.2 9.7 67.6 9.5 66.1 67.2 7.8 74.6 

Median 58.7 12.9 62.0 6.7 66.4 71.7 8.4 58.9 

Share of PC #1 73.9 90.2 65.9 

Notes: σ denotes standard deviation, γ1 is the first order autocorrelation, Corr denotes correlation. All 
entries are in percentage terms and variables are calculated as the quadratically detrended logarithm of the 
original data to remove low frequency trends. Therefore, the standard deviations are the standard deviation 
of the percentage deviations of the series from the trends. 

is based on commodity trade shares and associated prices only.11 Figure 3 plots the official 
measure of the terms of trade, the commodity terms of trade, and our measure for two countries 
in our sample, Sudan and Peru. For Sudan, it is clear that there is a measurement issue since 

12T oT o is constant for about 18 years. In the case of Peru, we observe that T oT o and T oT 
comove for the entire period. By contrast, when we consider T oT c we observe that the 
significant deterioration in the terms of trade observed in the mid 1980s both in T oT o and 
T oT is attenuated using this metric. 

More broadly, not accounting for the share of manufacturing overstates the volatility of 
export and import prices, particularly the latter, since they are more manufacturing intensive. 
This is illustrated in Table 3. The first column shows the median ratio of the volatility of the 
commodity export price P x and our export price P x (σ(P x)/σ(P x)) while the second column c c 
reports the same information for import prices (σ(P m)/σ(P m)). In all countries, P x (P m)c c c 
is more volatile than P x (P m) but the median value of the volatility ratio is 1.48 for export 
prices and 2.87 for import prices. Interestingly, when we compare the ratio of the volatility 
between T oT c and T oT (σ(T oT c)/σ(T oT )), we find that the volatility T oT c is instead larger 

11Note that Cashin et al. (2004) use only nonfuel primary commodities. 
12This period coincides with the Second Sudanese Civil War. 
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Figure 3: Terms of Trade Measures: A Comparison 
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Notes: This Figure shows the evolution of alternative measures of terms of trade for Sudan and Peru over 
the period 1980-2016. T oT o is the (log) official measure of terms of trade sourced from WDI, T oT is the (log) 
measure of terms of trade that we compute using our own export and import price indices, and T oT c denotes 
(log) commodity terms of trade. Each of the terms of trade measures are normalized to equal zero (i.e. one in 
levels) in 2010. 

Table 3: Commodity Terms of Trade: Descriptive Statistics 

σ(P x)/σ(P x) σ(P m)/σ(P m) σ(T oT c)/σ(T oT )c c 

Median 1.48 2.87 0.8 
# countries > 1 38 38 12 

Notes: σ denotes standard deviation; Pc
x (Pc

m) and P x (P x) are the commodity export 
(import) price and our export (import) price indices, respectively; T oT c is the commodity 
terms of trade measure while T oT is the terms of trade measure calculated using our 
export and import price indices. All entries are in percentage terms and variables are 
calculated as the quadratically detrended logarithm of the original data to remove low 
frequency trends. Therefore, the standard deviations are the standard deviation of the 
percentage deviations of the series from the trends. 

than the one for T oT in only 12 countries, with a median value of 0.8. This happens because 
P x and P m are dominated by a few commodity prices and are highly correlated, which yields 
larger fluctuations in the numerator and denominator that cancel out. Table A.4 in Appendix 
A presents the descriptive statistics on a country-by-country basis. 

To sum up, our measure is based on actual world prices and is less prone to measurement 
issues. Moreover, including the price of manufacturing goods is essential to recover the volatil-
ity and persistence of export and import prices to appropriately identify P x and P m shocks 
and their contribution to the economy. 

2.5 A First Glance at the Data 

Table 2 summarizes the main descriptive statistics for export and import prices data by coun-
try. In particular, it shows the correlation between our constructed measure of terms of trade 
and the official measure; the standard deviation (σ) and the persistence (measured as the 
first order autocorrelation, γ1) of export prices, import prices and the terms of trade; and the 
correlation between export and import prices. At the end of the table we report the median 
value of each measure and also the share of variance of export prices, import prices and the 
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terms of trade that we are able to explain with the first principal component of the series. All 
the variables are calculated as the quadratically detrended log of the original data.13 

Three important observations stand out from this table. First, export prices are more 
volatile than import prices in all countries except five. The countries exhibiting more volatile 
import prices are generally those with a high commodity import share.14 Second, export prices 
and import prices are highly correlated. Therefore, the volatility of the terms of trade is, on 
average, smaller than the volatility of export prices. Given these characteristics of the data, 
it is possible that the individual effects of export and import price shocks on macroeconomic 
variables would dissipate if we only look at their ratio, as defined by the terms of trade. This 
high correlation could be partly driven by world disturbances, such as global economic activity 
shocks, which could simultaneously move export and import prices in the same direction. 
Third, export prices and import prices are more persistent than the terms of trade. 

The last row of the table shows the percentage of the variability of export prices, import 
prices and the terms of trade that we are able to explain with the first principal component. 
We observe that despite the heterogeneity in the individual countries’ trade shares, the first 
principal component explains 74 percent of the variation in export prices and 90 percent in the 
variation in import prices. However, when we take the ratio of the export and import price 
indices to compute the terms of trade, the explanatory power of the first principal component 
is attenuated as it only explains 66 percent in the variation of the terms of trade. This is 
consistent with the idea that the impact of common shocks are dampened when using a single 
price measure. Even though the first principal components of export and import prices are 
very similar, with a correlation of about 0.9, the first principal component of the terms of 
trade is very different.15 

In Table 4 we analyze the determinants of the volatility in export and import prices. To this 
aim, we regress the volatility of export and import prices on key variables which are averaged 
by country across the period analyzed. The regressors are the commodity export share; dummy 
variables which are equal to 1 if a country is an exporter or importer of agriculture, energy 
or metals; and the Herfindahl index of concentration calculated both for all goods and for 
all commodities. The first Panel of Table 4 reports the results for export prices. A higher 
commodity export share and higher export concentration are associated with higher volatility 
of export prices. Countries which are energy exporters exhibit, on average, a higher volatility 
of export prices. By contrast, countries which are agriculture exporters exhibit, on average, a 
lower volatility in export prices (although the coefficient is rather small). The second Panel 
of Table 4 shows the results for import prices. As in the case for exports, a higher commodity 
import share is associated with higher import price volatility. The coefficient on the energy 
importers dummy is insignificant but the one for agriculture importers dummy is negative and 
significant, which suggests that these group of countries have, on average, a lower volatility of 
import prices. 

To sum up, given that countries’ commodity export shares are much larger than import 
shares and that the volatility of export prices is higher than that of import prices, the economy 
may respond differently to P x and P m shocks. Since commodity price exports and imports 
are highly correlated, by looking at the effects of T oT shocks we may be missing the important 
role played by world shocks. In addition, we observe that the explanatory power of the first 
principal component is reduced for the terms of trade in comparison to export and import 

13The results are robust to detrending using the HP filter or 2-year growth rates as suggested by Hamilton 
(2018). 

14The countries that exhibit the highest volatility in export prices are Algeria, Nigeria, and Equatorial 
Guinea. Interestingly, what these countries have in common is that crude oil is their main commodity export. 
By contrast, the highest volatility in import prices is present in Cote d’Ivoire, India and Pakistan, which do 
not share a similar import pattern since their main commodity imports are cocoa, food, and rice, respectively. 

15We do not show these results to preserve space they they are available upon request. 
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Table 4: Determinants of the Volatility of Export and Import Prices 

σ(P x) σ(P m) 

Commodity Export Share 

Agricultural Exporters 

Energy Exporters 

Metals Exporters 

H Index Exports (all goods) 

H Index Exports (all commodities) 

0.232*** 
(0.032) 

0.179*** 
(0.034) 

-0.030** 
(0.014) 

0.059*** 
(0.017) 
-0.009 
(0.023) 

0.152*** 
(0.038) 
-0.012 
(0.014) 

0.056*** 
(0.014) 
0.015 

(0.021) 
0.121** 
(0.047) 

0.132*** 
(0.030) 
-0.011 
(0.012) 

0.057*** 
(0.014) 
0.023 

(0.019) 

0.139*** 
(0.038) 

Commodity Import Share 

Agricultural Importers 

Energy Importers 

H Index Imports (all goods) 

H Index Imports (all commodities) 

0.228*** 
(0.020) 

0.224*** 
(0.022) 

-0.010*** 
(0.003) 
0.009** 
(0.004) 

0.185*** 
(0.040) 

-0.010*** 
(0.003) 
0.014** 
(0.006) 

-0.236 
(0.185) 

0.216*** 
(0.019) 

-0.008** 
(0.003) 
0.006 

(0.005) 

0.069 
(0.049) 

R2 0.590 0.764 0.822 0.841 R2 0.698 0.801 0.811 0.810 

Notes: σ denotes standard deviation; the commodity export and import shares are the same as the ones 
reported in Table 1; agriculture, energy, and metal exporters or importers denote dummy variables which 
are equal to 1 if the country falls into these categories; the H index is the Herfindahl index of concentration 
which can take values from 0 to 1 and it is calculated both for all goods and all commodities separately. In 
all columns the total number of observations is 38. *, **, and *** denote significance at the 10%, 5% and 1% 
levels, respectively. 

prices, which suggests that some information may be lost by taking the ratio of both prices. 
These patterns that we observe in the data provide a motivation for our baseline analysis. 

2.6 Impact of Terms of Trade on the Economy 

In this section we present some preliminary evidence to further motivate the empirical exercise 
that follows. It is well know that terms of trade are difficult to measure. In particular, 
those from developing countries can be subject to substantial statistical errors. One of the 
contributions of this paper is to build a comprehensive data set of country-specific export 
and import prices which we use to construct our own measure of terms of trade. In Table 2 
we have documented that while our T oT tend to be strongly correlated with T oT o , the two 
measures remain different and for some countries the difference can be quite large. This leads 
us to believe that some non-trivial measurement issues could be playing a role in the results. 
In fact, it is possible that the “terms of trade disconnect puzzle” (Schmitt-Grohé and Uribe, 
2018) could, at least in part, be explained by the poor measurement of terms of trade in the 
official statistics. We therefore investigate if the “disconnect” is driven by a measurement 
issue. In addition, we use the data to test some terms of trade restrictions which point at the 
importance of analyzing export and import prices separately. 

2.6.1 It’s not just measurement 

The scatter plot in Figure 4 compares the one-year ahead forecast error variance decomposition 
for output driven by terms-of-trade shocks using the official measure (x-axis) vis-à-vis our 
measure (y-axis). Note that most entries in Figure 4 are below the diagonal, which means 
that the forecast error variance decomposition of our T oT measure is larger than the one that 
uses the official T oT o . However, in line with Schmitt-Grohé and Uribe (2018), we still find 
that on average, terms-of-trade shocks explain about 10 percent of the factor error variance 
decomposition of output for both measures.16 The same result holds when we do this exercise 
on the other macro variables. This suggests that a single measure of world prices like the 
terms of trade provides insufficient information to uncover the channels through which global 
shocks are transmitted to the economy. 

16Each country is weighted according to their GDP (PPP). 
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Figure 4: Forecast Error Variance Decomposition: T oT and T oT o Shocks 
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Notes: The Figure compares the one-year ahead forecast error variance decomposition of output, for each 
country, obtained using the official measure of the terms of trade (x-axis) vis-à-vis our measure computed as 
the ratio between export and import prices (y-axis). 

Table 5: Testing Terms of Trade Restrictions 

Output Consumption Investment Trade Balance Real Exchange Rate 
(1) (2) (3) (4) (5) 

F -test 9.29 5.57 12.9 6.73 35.38 
(0.000)*** (0.004)** (0.000)*** (0.001)** (0.000)*** 

Notes: This table reports the results of the F -test for the Hypothesis. p-values 
in parenthesis. *, **, and *** denote significance at the 10%, 5% and 1% levels, 
respectively. 

2.6.2 Terms of Trade Restrictions 

Empirical models of the terms of trade are postulated on the untested assumption that a shift 
in the price of exports impacts the economy exactly in the same way as a shift in the price of 
imports, with an opposite sign. In other words, a simultaneous increase of the same magnitude 
in the price of exports and imports has no impact on the aggregate economy, as it leaves the 
terms of trade unaffected. Having constructed separate proxies for the price of exports and 
imports, this is a prediction that we can now test on the data. In particular, for each variable 
of interest in the data set, we run the following regression in a panel framework:17 

1 1X X 
bxj P x bj

mP m (3) 
j=0 j=0 

xik,t = a0 + a1xik,t−1 + k,t−j + k,t−j + Dk + υik,t, 

where xki,t is the log of the variable of interest i (quadratically detrended) for country k in year 
t; P x and P m 

k,t are the log of export and import prices (quadratically detrended) for country kk,t 
at time t, respectively; and Dk is a country fixed effect. Robust standard errors are adjusted 
for clustering at the country-year level. Noting that T oTk,t = P x − P m the regression above k,t k,t 
becomes particularly convenient to test the hypothesis that a positive shift in terms of trade 
has the same impact on the economy whether it originates from a positive shift in the price 
of exports or to a negative shift in the price of imports. This restriction can be written as: 

17The panel structure allows us to increase the power of the test we perform to evaluate the restrictions. 
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3 Econometric Method 

H0 : b
x
j = −bmj for j = 0, 1. 

Table 5 shows the results of the F -test for this hypothesis for each variable of interest. In 
all cases we reject the null hypothesis, which motivates the independent analysis of export 
and import prices. Overall, our analysis is consistent with the idea that a single measure of 
world prices like the terms of trade provides insufficient information to uncover the channels 
through which world shocks are transmitted to the economy (Fernández et al., 2018) and calls 
for an empirical framework that allows us to separately identify independent components of 
terms-of-trade shocks, reflecting shifts in the price of exports and price of imports. We turn 
to this in the next section. 

We follow the practice of the empirical literature on terms-of-trade shocks (see e.g. Schmitt-
Grohé and Uribe, 2018), as well as the theoretical studies (see e.g. Mendoza, 1995), and 
impose a standard “small open economy” assumption which implies that there is no impact 
from the current or lagged country specific macroeconomic variables to the “foreign block” ofh i0 

Y gvariables, zk,t = , P x , P m . Therefore, the impact of the three shocks of interest, uk,t,t k,t k,t 

to the “foreign block” of variables can be recovered from the following structural VAR, which 
we estimate country-by-country:18 

zk,t = ak + A1kzk,t−1 + A−1 uk,t, (4)0k 

where A−1 captures the contemporaneous impulse response of the shocks to the foreign block 0k 
and uk,t ∼ N (0, I). In the next subsection we describe the identification restrictions used to 
identify the structural shocks in equation (4). In order to retrieve the impact of the shocks 
uk,t to the macroeconomic variables of each country we use a simple regression approach in 
line with Kilian (2008, 2010). 

Let us define xik,t as a generic country-specific variable where each i denotes a different 
macroeconomic aggregate of interest, defined as Y , C, I, RER, and TB. The exogeneity of 
the “foreign block” of variables implies that we can consistently estimate the impact of these 
variables to the generic country-specific variable, xik,t, using a simple regression approach: 

xik,t = ρ0k + ρ1kxik,t−1 + γ0kzk,t + γ1kzk,t−1 + εik,t, (5) 

where the structural innovation εik,t is serially uncorrelated (see, e.g., Cooley and LeRoy, 
1985). The 1 × 3 vector of coefficients γjk captures the impact (including the direct and 
indirect effects) of a shift in the “global variables” zk,t (Pesaran and Smith, 2014). Under 
strict exogeneity, there is no current or lagged feedback from xik,t to zk,t and we can retrieve 
the impact of the shocks of interest onto the macroeconomic variables combining (4) with (5): X∞ X∞−j −j A−1 −jxik,t = c0k + γ0kA

− 
0k 
1 uk,t + ρ (γ0k + γ1A1k) A 0k uk,t−j + ρ εik,t. (6)1k 1k 1kj=1 j=0 

Confidence intervals for these impulse responses are constructed by bootstrap methods fol-
lowing Goncalves and Kilian (2004). The single-equation regression approach taken in this 
paper has three main advantages with respect to specifying a fully fledged VAR with ex-

18A specification with a single lag is the one favored by the data and we use this specification in this section 
to ease the exposition. The results are unchanged if we allow for a two-lag specification of the model. Note that 
we are also assuming that the VAR is fundamental and therefore the shocks can be retrieved from orthogonal 
rotations of the reduced form VAR residuals (Fernández-Villaverde, Rubio-Ramı́rez, Sargent and Watson, 2007). 

14 



ogenous variables for the macroeconomic variables of each single country. First, given that 
equations (4) and (5) are relatively parsimonious, they have a reduced estimation error on 
short samples and are also more robust to structural change. Second, given that equation (5) 
is estimated variable by variable, it can easily handle cases where different variables start (or 
end) at different years over the estimation sample. Finally, Choi and Chudik (2019) highlight 
that the iterated approach to recovering impulse responses used in this paper tends to out-
perform direct approaches, particularly for small samples. At the same time, the specification 
in equation (6) can retrieve a large variety of shapes for the impulse response functions to the 
shocks identified. 

The estimated responses which we will analyze in Section 4 provide a measure of the ex-
pected response of macroeconomic variables to exogenous global shocks based on historical 
data. They represent consistent estimates of the causal effects of a percentage change in global 
economic activity, export price, and import price shocks.19 Given that that the heterogeneity 
across countries is important, we estimate the responses country-by-country but, for presen-
tation purposes, we show the mean response weighted by each country’s size proxied by their 
GDP (PPP). 

3.1 Identification 

We identify P x , P m and global economic activity (Y g) shocks using sign restrictions as in Faust 
(1998), Canova and De Nicoló (2002), and Uhlig (2005). The advantage of this approach 
is that the sign restrictions are minimalist and therefore likely to be in line with a wide 
range of models and beliefs accepted by researchers. However, there are cases in which the 
sign restrictions method could yield structural parameters with different implications for the 
impulse responses, elasticities, historical decompositions, or variance decompositions. Some of 
these may be hard to reconcile with economic theory. In order to limit these cases, we follow 
Antoĺın-Dı́az and Rubio-Ramı́rez (2018) and incorporate narrative sign restrictions, which 
allow us to constrain the structural parameters at the time of salient historical events in such 
a way that the structural shocks are in line with the selected narrative.20 

The sign restrictions for each shock are summarized in Table 6. The sign restrictions for P x 

and P m shocks are consistent with what are expected to be the responses of domestic output 
and the real exchange rate to a shift in the terms of trade (see, for example, Schmitt-Grohé and 
Uribe, 2017, chapter 7). In these models, a positive P x shock would appear as an increase in the 
terms of trade and a positive P m shock as a decline in the terms of trade. Let us concentrate 
on the P x shock focusing on the variables for which we imposed a sign restriction (taking 
into account that a similar reasoning applies in the case of a P m shock). The exchange rate 
appreciation implies that the country is relatively more expensive with respect to the rest of 
the world. This happens both through substitution and income effects. An increase in export 
prices leads to a substitution towards importable and nontraded goods. The increase in export 
prices also leads to an income effect whereby households become richer and therefore increase 
their demand for all goods, including nontradables. This pushes nontrable goods prices up, 
consistent with an exchange rate appreciation. The expansion in the exportable goods and 
nontradable sectors would typically lead to an increase in GDP. 

We leave the response of the trade balance unrestricted because the literature does not give 

19When constructing the export price and import price series, we kept track of the time variation in the 
exports and import shares. To the extent that changes in those also result from time-varying effects of global 
shocks into the economy, the impulse responses retrieved should be understood as capturing the average effect 
of the country-specific endogenous responses that occurred at the time of exogenous global economic activity, 
export price and import price shocks. 

20In a related paper, De Winne and Peersman (2016) use narrative restrictions to identify global food com-
modity price shocks. 
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an unambiguous prediction for this variable. On the one hand, the Harberger-Laursen-Metzler 
(HLM) effect would predict that a rise in the terms of trade would improve the trade balance 
(see Harberger, 1950 and Laursen and Metzler, 1950). On the other hand, the Obstfeld-Razin-
Svensson (ORS) effect argues that if the positive terms of trade shock is perceived as persistent 
it could reverse the relation and lead to a deterioration in the trade balance (see Obstfeld, 
1982 and Svensson and Razin, 1983).21 

In order to better disentangle positive shocks to P m vis-à-vis negative shocks to P x , we also 
include restrictions on the absolute relative response of P m and P x to P x and P m shocks (see 
De Santis and Zimic, 2018). Specifically, we impose that in response to a P x(P m) shock, the 
effect of import prices (export prices) on impact, as well and as its peak response, cannot be 
larger (in absolute value) than the response of export prices (import prices). This restriction 
limits the possibility of confounding a negative P x shock with a positive P m shock and vice 
versa. Moreover, with these restrictions we ensure that a positive P x(P m) shock can be 
interpreted as a positive (negative) T oT shock. Note that shocks to import or export prices 
refer to shocks to these prices that are not caused by changes in global demand. 

Table 6: Sign restrictions 

Shock/Variable Global GDP GDP Price of Exports Price of Imports Real Exchange Rate 

P x + + − 
P m − + + 
Y g + + + + 

Notes: Blank entries denote that no sign restriction is imposed. The sign restrictions are imposed only on 
impact. We also include relative response restrictions such that the P x(P m) shock cannot have a larger impact 
on P m(P x) both on impact and at its maximum impact. 

Global economic activity shocks are included to incorporate any other world shocks that do 
not directly originate from exogenous shifts in countries’ export or import prices. A Y g shock 
may be driven by unexpected changes in global economic activity. Higher growth triggers an 
increase in demand for all commodities, which would drive up both export and import prices. 
This is in line with evidence in Juvenal and Petrella (2015) and Jacks and Stuermer (2018). 
In addition, a buoyant world economy tends to boost individual country’s GDP. They may 
also capture the impact of fluctuations in global financial conditions on developing countries. 
Note that from the sign restrictions, a Y g shock could potentially be confounded with a P x 

shock. Therefore, the narrative restrictions play a crucial role to disentangle the shocks of 
interest. For each of the countries in the sample, we use the Great Recession as a prototype 
Y g shock. In particular, we impose that in 2009 the Y g shock is negative and it is the 
largest contributor to the innovations to global GDP.22 Given that this period is associated 
with large swings in commodity prices, and therefore also import and export prices for the 
countries under investigation, imposing this narrative restriction reduces the chance that we 
end up attributing part of the impact of the global recession to export price and import price 
shocks. 

We also impose narrative restrictions to P x and P m shocks by looking at episodes of large 
exogenous variations of specific commodity prices and link them to each country’s series of 

21The idea behind this effect is that households would have incentives to save to smooth consumption if the 
shock is perceived to be transitory in which case the trade balance would improve given that consumption 
increases by less than income. However, if the shock is perceived to be persistent, the trade balance would tend 
to respond less and even turn negative. 

22Although the start of the global financial crisis is typically dated in September 2008, which coincides with 
the bankruptcy of Lehman Brothers, we inspect our data on global GDP and the largest contraction in economic 
activity takes place in 2009. We therefore used 2009 to date the recession. Our results remain robust to using 
2008 as an alternative date for the recession. 
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Table 7: Summary Narrative Restrictions 

Year Commodity Sign Exporters Importers 

1985 Cereals − 
ARG, BGD, BFA, CIV, GTM, HND, IND 
KEN, MDG, MAR, PAK, PHL, SEN, ZAF 

THA, TUR, URY 

BRA, BFA, CIV, GTM, HND, IND, JOR 
MUS, MEX, NGA, PER, SEN 

1988 Cereals + 
ARG, BGD, BFA, CIV, GTM, HND, IND 
KEN, MDG, MAR, PAK, PHL, SEN, ZAF 

SDN, THA, TUR, URY 

DZA, BGD, BOL, BRA, BFA, CMR, TCD 
COD, CIV, DOM, EGY, HND, JOR, MDG 
MUS, MAR, NGA, PER, PHL, SEN, SDN 

1997 

2010 

2002 

1986 

1994 

1981 

1994 

2003 

2010 

Cereals 

Cereals 

Cocoa 

Coffee 

Coffee 

Copper 

Cotton 

Cotton 

Cotton 

− 

+ 

+ 

+ 

+ 

− 

+ 

+ 

+ 

ARG, BGD, BFA, CIV, GHA, GTM, HND 
IND, KEN, MDG, MAR, PER, SEN, ZAF 

SDN, THA, TUR, URY 

ARG, BFA, CIV, GHA, GTM, HND, KEN 
MDG, MWI, MUS, MAR, PAK, PER, SEN 

THA, URY 

GHA 

COL, CIV, DOM, GNQ 
GTM, HND, KEN, MDG 

COL, CIV, GTM, HND, KEN, MDG 

COD, PER, PHL 

BFA, TCD, PAK, SDN 

BFA, TCD 

BFA 

DZA, BGD, BOL, BRA, BFA, CMR, TCD 
COD, CIV, DOM, EGY, GNQ, GAB, GTM 
HND, JOR, MDG, MWI, MUS, MAR, NER 

PAK, PER, SEN, SDN 

DZA, BGD, BOL, BFA, CMR, TCD, COL 
COD, CIV, DOM, EGY, GAB, GHA, GTM 
HND, JOR, MDG, MUS, MAR, NER, NGA 

PHL, SEN, SDN 

1986 

1990 

1984 

1982 

2000 

2005 

1988 

1984 

1993 

1989 

1993 

Crude oil 

Crude oil 

Fertilizers 

Iron ore 

Natural gas 

Natural gas 

Soybean 

Sugar 

Timber 

Tobacco 

Tobacco 

− 

+ 

+ 

+ 

+ 

+ 

+ 

− 

+ 

+ 

− 

DZA, COD, EGY, GAB, IND, IDN 
MEX, NGA, PER, TUR 

DZA, CMR, COL, COD, EGY, GAB, IDN 
MEX, NGA, PER, TUR 

JOR, MAR, SEN 

BRA, IND 

DZA, BOL 

DZA, BOL, IDN 

ARG, BRA 

DOM, MWI, MUS, THA 

BOL, CMR, CIV, GNQ, GAB, GHA 

MWI 

MWI 

BRA, COL, COD, GNQ, IDN, JOR, MAR 
NGA, PAK, PHL, SEN, THA, URY 

BRA, HND, IND, JOR, KEN, MAR, PAK 
PHL, THA, TUR, URY 

Notes: The table lists each of the episodes identified as generating large exogenous variations in commodity 
prices and indicates for which countries it was used as a narrative restrictions to identify export and import 
price shocks. 

export and import prices guided by their trade shares. This was done in three steps. First, 
we carefully examined Food and Agriculture Organization (FAO) reports, publications from 
the International Monetary Fund and the World Bank, newspaper articles, academic papers 
and a number of online sources to identify episodes of substantial commodity price changes 
that were unrelated to the state of the economy such as natural disasters, weather shocks, or 
major geopolitical events. A total of 23 episodes were identified and are detailed in Appendix 
B. Second, we then classified each episode as a negative or positive price shock, depending 
on the direction of the price change. As a last step, we associate a particular event to a P x 

(P m) shock if the export (import) share of the particular country for the specific year and 
commodity (or commodity group) is larger than 7 percent.23 When an event is due to weather 
conditions or political events of a specific country, we exclude such event for that country. 
For example, in 1986 there was a large increase (of about 30 percent) in coffee prices caused 
by droughts in the major producing regions in Brazil. Therefore, this shock was not used as 
part of the narrative restrictions for Brazil, but was used for other coffee exporters such as 
Colombia and Guatemala. Appendix B describes each event used in the narrative approach 

The results remain robust to the use of a different threshold. 
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Figure 5: Example of Narrative Restrictions 
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Notes: The figure shows the evolution of the change in export and import prices for Algeria (top panel) and 
the Dominican Republic (bottom panel) as well as the narrative restrictions (red and green vertical lines). 

in detail and summarizes some country-specific assumptions. Table 7 provides a summary of 
the narrative restrictions imposed. 

Despite the fact that the events are commodity specific, whereas P x and P m are a blend of 
multiple individual prices, the movement of the specific commodity prices around the time of 
the events are large enough to dominate the variation in export and import prices during that 
specific year. As an illustration, Figure 5 provides examples for two countries, Algeria and 
the Dominican Republic. The graphs show the change in export and import prices (in blue) 
while the vertical lines identify the commodity price episodes for each country. At the time of 
all the events, we find that P x and P m move in the expected direction, often reflecting spikes 
in the series. For example, this is the case for the change in P x in the Dominican Republic in 
1986 since this country was a coffee exporter although coffee only accounted for 8 percent of 
exports that year.24 

4 Baseline results 

Figure 6 shows the impulse responses to a one standard deviation positive P x shock (in 
blue) and a one standard deviation negative P m shock (in red). The figures show the mean 
impulse responses weighted by each country’s size proxied by their GDP. We observe that an 
improvement in export prices leads to an increase in domestic GDP, private consumption and 
investment. In particular, a one standard deviation shock to export prices causes an increase of 

24The charts also highlight that changes in P x and P m tend to be similar for those countries with similar 
trade specialization. This is the case for the import prices of the two countries in the example given that their 
import base is dominated by agricultural commodities. 
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Figure 6: Impulse Responses to an Export and Import Price Shock: All Countries 
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Notes: The figure shows the impulse responses to a positive one standard deviation shock in P x (blue) and 
negative one standard deviation shock in P m (red) for all countries using a VAR with sign and narrative 
restrictions. The solid lines denote the mean response weighted by each country’s size proxied by their GDP 
(PPP) and the dashed lines represent the 16th and 84th percentile error bands. 

0.75 percent of GDP on impact while private consumption increases 0.25 percent. Investment 
shows a larger expansion (2.3 percent). The terms of trade improve by about 3 percent on 
impact while the real exchange rate appreciates around 3 percent. The effects on global GDP 
are negative and small. 

The broad comovement of the main macroeconomic aggregates (domestic GDP, consump-
tion and investment) is consistent with a variety of models which emphasize how terms of 
trade movements are a key source of fluctuation for small open economies (e.g., Mendoza, 
1995). In response to a positive terms of trade shock, there can be an income effect whereby 
households become richer and therefore demand more consumption goods. The improvement 
in the terms of trade may also boost investment, particularly in the exportable goods sector. 
The effect of an improvement in the terms of trade on the trade balance is ambiguous from a 
theoretical point of view.25 In the data we do not observe a significant response of the trade 
balance to a P x shock, which suggests that for some countries the HLM effect is at play while 
for others the ORS effect is dominating. 

From Figure 6 it follows that a one standard deviation shock to import prices leads to a 
substantially smaller decline in domestic GDP of about 0.4 percent. By contrast, the effects 
on consumption, investment, and the trade balance are not significant. In addition, the terms 
of trade deteriorate by about 1.9 percent on impact while the real exchange rate displays 

25On the one hand, the higher export prices could induce an increase in the production of exportable goods, 
in which case the trade balance would improve, in line with the HLM effect. On the other hand, if there is 
a substitution effect from more expensive exportable goods to cheaper importable goods, the trade balance 
could worsen. In addition, the income effect operating through an increase in consumption could lead to a 
deterioration in the trade balance. The ORS effect predicts a negative effect of terms of trade improvements 
on the trade balance. 
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Table 8: Forecast Error Variance Decomposition 

Export Prices Import Prices Terms of Trade Real Exchange Rate 

P x P m P x P m P x P m P x P m 

0 62.18 4.73 27.31 31.71 43.45 33.44 14.30 3.17 
1 61.68 5.95 28.33 30.70 43.19 32.44 18.28 5.01 
4 58.77 9.15 29.92 29.82 42.71 31.41 22.89 9.26 
10 57.42 10.78 31.03 29.68 42.94 31.23 24.80 11.34 

Trade Balance Output Consumption Investment 

P x P m P x P m P x P m P x P m 

0 8.29 7.35 12.19 7.56 8.56 6.71 10.11 4.70 
1 11.87 9.34 17.35 10.36 14.64 9.19 12.09 7.34 
4 16.88 12.00 22.58 13.22 22.34 12.66 15.40 10.93 
10 18.92 13.38 24.83 14.74 24.59 14.26 17.33 12.55 

Notes: The table shows the forecast error variance decomposition of all the variables in the VAR for P x and 
P m shocks on impact, at a 1-year, 2-year, 4-year and 10-year horizons. Reported are mean values weighted 
by each country’s size proxied by their GDP (PPP). 

a short-lived and partially reversed effect, depreciating about 1 percent on impact. Most 
importantly, P m shocks are not the mirror image of P x shocks. The asymmetric response 
of the economy to a P x and P m shocks should not come as a surprise. All the countries 
under analysis display large differences in terms of of import and export specialization. While 
exports are concentrated on a few key commodities, imports are more diversified. Therefore, 
it is expected that P x shocks affect the economy different from P m shocks. 

One way to assess the importance of a particular shock in driving business cycles is to 
compute the variance decomposition. Table 8 shows the share of the variance of all the 
variables in the VAR explained by P x and P m shocks. As highlighted above, when thinking 
about terms-of-trade shocks it is important to distinguish their origin, as they are, in general, a 
combination of P x and P m shocks. Therefore, in order to assess the share of variance explained 
by terms-of-trade shocks, we look at the joint effect of P x and P m shocks. Some interesting 
results follow from the Table. First, the estimates indicate that T oT shocks, defined as the 
combination of P x and P m shocks, account for the largest share of the volatility of the main 
macroeconomic variables. In particular, they explain from 20 to 40 percent of domestic GDP 
on impact and at a 10-year horizon, respectively. A similar result is obtained for consumption, 
where both shocks explain from 15 to 39 percent of its variation on impact and at a 10-year 
horizon. In addition, P x and P m shocks explain up to 30 percent of investment. Interestingly, 
the effects of P x shocks tend to be larger than those of P m shocks. For example, P x shocks 
account for almost twice the volatility of domestic GDP, consumption and the real exchange 
rate in the long-run. The large role played by P x and P m shocks for real exchange rate 
fluctuations is related to the findings in Ayres et al. (2020), who show that a large share of 
real exchange rate volatility is explained by fluctuations in commodity prices. The fact that 
P x is more important can in part be due to the higher commodity share (and therefore would 
be consistent with Cashin et al., 2004). This illustrates that these shocks are not transmitted 
to the economy in the same way. Second, P x shocks have a larger impact on import prices than 
the reverse because P x shocks tend to have a larger impact on aggregate economic activity 
than P m shocks. The latter reflect mostly shifts in the price of manufacturing goods (which 
explain the main bulk of imports). These changes in global economic activity subsequently 
lead to an increase in import prices. 

Appendix C contains the empirical evidence on global economic activity shocks. Our main 
findings can be summarized as follows. We observe that a positive Y g shock is associated 
with high-demand pressures which lead to an increase in both export and import prices. 
This happens because Y g shocks reflect an increase in demand for all industrial commodities 
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Figure 7: Comparison Forecast Error Variance Decomposition 
(P x , P m and Y g vs. World Shocks) 

0 10 20 30 40 50 60 70

% Share of FEVD Explained by Yg, Px, Pm Shocks

0

10

20

30

40

50

60

70

%
 S

ha
re

 o
f F

E
V

D
 E

xp
la

in
ed

 b
y 

E
ne

rg
y,

 
A

gr
ic

ul
tu

ra
l, 

M
et

al
s 

C
om

m
od

ity
 P

ric
es

Consumption

DZA

ARG
BGD

BOL

BRA

BFA

CMR

TCD

COL

COD

CIV

DOM

EGY
GNQ

GAB

GHA

GTM

HND

IND

IDN

JOR

KEN

MDGMWI

MUS

MEX

MAR NER

NGA

PAK

PER PHL

SEN

ZAF

SDN

THA

TURURY

0 10 20 30 40 50 60

% Share of FEVD Explained by Yg, Px, Pm Shocks

0

10

20

30

40

50

60

%
 S

ha
re

 o
f F

E
V

D
 E

xp
la

in
ed

 b
y 

E
ne

rg
y,

 
A

gr
ic

ul
tu

ra
l, 

M
et

al
s 

C
om

m
od

ity
 P

ric
es

Investment

DZA

ARG

BGD

BOL

BRA
BFA

CMR
TCD

COL

COD

CIV
DOM

EGY

GNQ

GAB

GHA

GTM

HND

IND

IDN

JOR

KEN

MDG

MWI

MUS
MEX

MAR
NER

NGA

PAK

PER

PHL

SEN

ZAFSDN
THATUR

URY

0 10 20 30 40 50 60

% Share of FEVD Explained by Yg, Px, Pm Shocks

0

10

20

30

40

50

60

%
 S

ha
re

 o
f F

E
V

D
 E

xp
la

in
ed

 b
y 

E
ne

rg
y,

 
A

gr
ic

ul
tu

ra
l, 

M
et

al
s 

C
om

m
od

ity
 P

ric
es

Real Exchange Rate

DZA
ARG

BGDBOL

BRA

BFA

CMR

TCD

COL

COD
CIV

DOM

EGY

GNQ

GAB
GHA

GTM

HND

IND

IDN

JOR

KEN

MDG

MWI

MUS

MEX

MAR

NER

NGA

PAK

PER

PHL

SEN

ZAF

SDN

THA

TUR

URY

0 10 20 30 40 50 60 70

% Share of FEVD Explained by Yg, Px, Pm Shocks

0

10

20

30

40

50

60

70
%

 S
ha

re
 o

f F
E

V
D

 E
xp

la
in

ed
 b

y 
E

ne
rg

y,
 

A
gr

ic
ul

tu
ra

l, 
M

et
al

s 
C

om
m

od
ity

 P
ric

es

Trade Balance

DZA

ARG

BGD

BOL

BRA

BFA

CMR

TCD

COL
COD

CIV

DOM

EGY

GNQ

GAB

GHA GTM

HND

IND

IDN

JOR

KEN

MDG

MWI

MUS

MEX

MAR

NER

NGA

PAK

PER
PHL

SEN

ZAF

SDN

THA

TUR

URY

Notes: This Figure shows a comparison of the forecast error variance decomposition of main economic variables, 
for each country, in our model (x-axis) vis-à-vis Fernández et al. (2017) (y-axis) using our own data and the 
methodology explained in Section 3. 

triggered by the state of the global business cycle and drive the price of commodities which 
are bundled into export and import prices upwards. This result is in line with the findings 
of Juvenal and Petrella (2015) who show that the co-movement between commodity prices is 
driven by global economic activity shocks. Given that positive global economic activity shocks 
lead to an increase in both export and import prices, it is not surprising that the impact on 
the terms of trade is small and actually insignificant at all horizons. These findings highlight 
our point that world disturbances like a Y g shock would tend to yield a small effect on terms 
of trade because of the simultaneous increase in export and import prices. However, the effects 
on the economy could be significant: a Y g shock is associated with a robust increase in GDP, 
investment and a fall in the real exchange rate. Therefore, our results are also consistent with 
the presence of other shocks (e.g. financial) playing an important role for the dynamic of the 
business cycle in developing economies (see, for example, Chang and Fernández, 2013; and 
Neumeyer and Perri, 2005). 

Fernández et al. (2017) show that world shocks, summarized by three commoditiy indices, 
matter for business cycle fluctuations. Therefore, the terms of trade do not fully capture the 
transmission of global shocks to the economy. The scatter plots of Figure 7, which complement 
those of Figure 1, compare, for each country, the forecast error variance decomposition of 
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Figure 8: Heterogeneous Effects of P x and P m shocks on Output 
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Notes: The figure shows the impact impulse response (blue square) on output (in %) for each country in the 
sample to a one standard deviation shock in P x and P m . The green lines represent 16th and 84th percentile 
error bands. 

consumption, investment, the real exchange rate, and the trade balance in our paper vis-à-vis 
Fernández et al. (2017). The scatter plots show that our model explains a comparable share 
of the variance decomposition for the main economic variables. This is not surprising since 
the three commodity indices in Fernández et al. (2017) overlap with the main commodities 
that are part of the export and import prices. In addition, commodity prices, and metal prices 
in particular, are often considered an indicator of global economic activity (see, for example, 
Caldara, Cavallo, and Iacoviello, 2019). 

The plots highlight that for some countries, world shocks are by far the most dominant 
source of business cycle fluctuations. The advantage of our methodology is that it allows us 
to characterize the main channels of transmission of world disturbances. We find that T oT 
shocks, defined as a combination of P x and P m shocks are key to understanding the dynamics 
of developing countries business cycles. In particular, P x shocks seems to be, on average, more 
important, especially at longer horizons (i.e. P x shocks have a more persistent effect to the 
economy). 

4.1 Cross-Country Heterogeneity 

The aggregate results summarized in the previous section mask a great deal of heterogeneity 
across countries. Figure 8 shows the impact impulse response (blue square) of output, for each 
country, to a one standard deviation shock in P x and P m . A few observations stand out from 
these charts. First, the effects of P x shocks on output tend to be larger than those stemming 
from P m shocks. Second, the impact of P m shocks appears to be more homogeneous across 
countries. Third, with only a few exceptions, the ten countries which exhibit the largest 
response of output after a P x shock are not the same as those experiencing higher output 
changes following a P m shock. This highlights that the asymmetric effects of P x and P m 

shocks are not only an aggregate phenomena but also present at the country-level.26 

26Appendix D.1 attends to the heterogeneous effects of Y g shocks on export prices, import prices, and output. 
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Table 9: Determinants of the Impulse Responses to P x and P m Shocks 

GDP Per Capita (PPP) 

Commodity Export Share 

H Index Exports (commodities) 

Comm. Groups Dummies 

GDP Per Capita (PPP) 

Commodity Import Share 

H Index Imports (commodities) 

Comm. Groups Dummies 

IRF Y to a P x Shock 

0.045 0.276*** 0.276*** 
(0.068) (0.025) (0.0216) 
-0.001 0.005*** 0.005*** 
(0.004) (0.001) (0.001) 

-0.0144 
(0.170) 

IRF Y to a P m Shock 

-0.042 -0.157*** -0.151*** 
(0.036) (0.036) (0.042) 
-0.002 -0.003 -0.003 
(0.007) (0.003) (0.003) 

0.785 
(1.238) 

IRF T B to a P x Shock 

0.002 -0.158 -0.250*** 
(0.155) (0.325) (0.085) 
0.008 0.004 0.004*** 
(0.006) (0.004) (0.001) 

0.168 
(0.239) 

IRF T B to a P m Shock 

0.369*** 0.415*** 0.372*** 
(0.117) (0.047) (0.051) 
0.023*** -0.030*** -0.024*** 
(0.006) (0.006) (0.006) 

-0.475 
(0.669) 

IRF T oT to a P x Shock 

-0.803 -0.418 0.132 
(0.610) (0.315) (0.415) 
0.071*** 0.084*** 0.088*** 
(0.015) (0.013) (0.0083) 

5.638*** 
(1.281) 

IRF T oT to a P m Shock 

0.158** 0.0396 0.0276 
(0.065) (0.052) (0.125) 

-0.045*** -0.150*** -0.148*** 
(0.009) (0.037) (0.030) 

-2.724 
(16.100) 

Notes: The commodity export and import shares are the same as the ones reported in Table 1; the H 
index is the Herfindahl index of concentration which can take values from 0 to 1 and it is calculated for all 
commodities; Comm. Group Dummies denote that the regression includes dummy variables which are equal 
to 1 if the country is an agriculture, energy, and metal exporter or importer. In all columns the total number 
of observations is 38 and the regression is robust to outliers. *, **, and *** denote significance at the 10%, 
5% and 1% levels, respectively. 

In Table 9 we analyze the determinants of the impact impulse responses for output, the 
trade balance and the terms of trade in response to P x and P m shocks. Specifically, we regress 
the impact impulse response, defined as a 1 standard deviation shock in P x (or P m) multiplied 
by 100, on key variables which are averaged by countries across the period analyzed so that 
we perform a cross-sectional estimation robust to outliers.27 The regressors are the GDP 
per capita (PPP), the commodity export (import) share (as reported in Table 1), dummy 
variables which equal 1 if a country is agriculture, energy or metal exporter (or importer), and 
the Herfindahl index of concentration. 

The upper panel displays the results for the P x shock. The variable that is systematically 
statistically significant is the commodity export share. The results suggest that countries that 
have a higher commodity export share exhibit, on average, a larger response of output, the 
trade balance and the terms of trade in response to a P x shock. We find the response of 
the terms of trade after a P x shock is larger, on average, for energy exporters as well as for 
countries that exhibit a higher concentration. In addition, countries with a higher GDP per 
capita display a larger response of output to a P x shock. The lower panel shows the results for 
the P m shock. Countries with a higher commodity import share exhibit a smaller response of 
the terms of trade. The estimation reveals that countries with higher GDP per capita show a 
smaller response of output in response to a P m shock. 

Overall, the results indicate that export characteristics, and in particular the share of 
commodity exports, are key to understand the cross-sectional differences across countries. 
The aggregate results mask a great degree of cross-country heterogeneity. Specifically, the 
impact of global disturbances could be different depending on the pattern of export and 
import specialization across countries. In the next section we investigate this. 

27We run this “robust” regression because otherwise outliers in some of the impulse response functions at 
the country-level can drive the overall results (see Verardi and Croux, 2009). The results are comparable if we 
analyze the cumulative response or the peak response. 
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5 Extensions 

We analyze the effects of P x , P m , and Y g shocks by grouping the countries according to 
whether they are exporters or importers of main commodity groups. For exporters, we split the 
countries into agriculture (food and beverages), energy, manufacturing, metals and minerals 
(including precious metals) and agriculture raw materials (plus fertilizers).28 For importers, 
we divide the countries into agriculture (food and beverages), energy, and manufacturing. 
Details about the sample split as well as the impulse responses by group are presented in 
Appendix D.2. Two main results stand out: (i) There is heterogeneity in the responses across 
commodity groups where exporters and importers react differently to each shock; and (ii) 
within each commodity group P x and P m shocks do not mirror each other. This reinforces 
the idea that terms-of-trade shocks are not all alike. 

Part of the heterogeneity observed in the impulse responses can reflect different patterns of 
specialization among the different commodity groups (e.g., agricultural production is clearly 
more labor intensive than energy). We observe that the impact of each shock depends on the 
commodity group and on whether the country is an exporter or importer of that commodity. 
The variance decomposition suggests that export price shocks explain the largest share of 
the variation of output for agriculture and energy exporters while the smallest share of the 
variance of output pertains to the manufacturing exporters group. Interestingly, the effects of 
import price shocks on output are more homogeneous across importer groups. 

When we look at the responses to a Y g shock for energy exporters and importers we note 
that this group has a higher elasticity with respect to global economic activity (i.e. these 
commodity prices move more than the ones in other groups after a global economic activity 
shock). In both cases, the price response is higher than the one for the whole sample of 
countries, which implies that export and import prices in countries specialized in energy tend 
to react more than the average. In both cases the terms of trade tend to move in the same 
direction as energy prices. Specifically, in the aggregate results for all countries, following a 
global economic activity shock, the effects on the terms of trade are roughly zero, whereas they 
move down significantly for energy importers (i.e. they follow the inverse pattern of import 
prices, that is energy prices). By contrast, for energy exporters the terms of trade go up but the 
effect is not statistically significant. Interestingly, in response to a global economic activity 
shock, the trade balance moves in the direction of the terms of trade, consistent with the 
HLM effect, for energy importers. In particular, the trade balance deteriorates (persistently) 
for energy importers (Figure D.7, Appendix D) but yields no statistically significant result 
for energy exporters (Figure D.4, Appendix D). The large effect in the energy commodity 
groups could be partly related to the fact that exports are very concentrated in the energy 
commodities, which have a relatively low degree of substitutability. 

6 Conclusion 

Using a data set of commodity and manufacturing prices combined with time-varying sectoral 
export and import shares we analyze the role of export price, import price, and global economic 
activity shocks identified combining sign restrictions and a narrative approach. 

By breaking down terms-of-trade shocks into export price and import price shocks to study 
their transmission mechanism, we show that the former is not a mirror image of the latter. 

28We bundled precious metals into the metals category as otherwise we would have no countries in the 
precious metals exporters category. This happens because precious metals exports do not represent a large 
enough share of exports. Therefore, we can think of this group as related to mining activity and including both 
industrial and precious metals. In addition, we included fertilizers into the agriculture raw materials group 
because otherwise we were left with a very small group on its own. 
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While the effects of export price shocks seem to generate larger and more persistent effects on 
macro variables, the impact of import price shocks is more subdued. Taken together, export 
and import price shocks explain up to 40 percent of output fluctuations and its components 
in the long run, which is in line with the predictions of a wide range of theoretical models 
but at odds with recent empirical evidence based on a single commodity price measure (like 
the terms of trade). Therefore, we argue that the “terms of trade disconnect puzzle” could be 
partly attributed to the fact that terms-of-trade shocks are not all alike. 

Our empirical model allows for an additional world disturbance driven by global economic 
activity shocks, which is responsible for the documented strong correlation between import 
and export prices. Given that global economic activity shocks push export and import prices 
in the same direction, a large fraction of their impact on the underlying prices cancels out if 
we analyze a single price like the terms of trade. 

We extend our baseline analysis to assess how the impact of global disturbances differs 
depending on the pattern of export and import specialization across countries. Our results 
highlight that there is substantial heterogeneity. For export price shocks, this heterogeneity 
is driven by the size of the commodity export share: the larger the commodity export share, 
the larger the effect of export price shocks on business cycle variables. 

Our empirical framework shows that terms-of-trade shocks are important and that their 
swings can have substantial effects on the economy. A number of implications can be drawn 
from our results. First, policy makers’ concern about fluctuations in the terms of trade seems 
to be well founded: movements in the terms of trade have substantial effects on business 
cycle variables. Second, given that a large share of developing country’s business cycles is 
driven by global disturbances, it is important that policies are implemented to mitigate the 
potential negative impact of these shocks. For example, a country may benefit from running 
a counter-cyclical fiscal policy during commodity price booms as described in Céspedes and 
Velasco (2014). Our results highlight that business cycle variables of countries with more 
concentration in exports in one commodity, such as energy exporters, react more to export 
price shocks. Therefore, promoting policies aimed at a more diversified export sector could 
mitigate the disruption generated by terms of trade volatility. Finally, the distinction between 
export and import price shocks invites the use of a new theoretical framework to think about 
terms of trade which we leave as part of our future research. 
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(2007): “ABCs (and Ds) of Understanding VARs,” American Economic Review, 97, 1021– 
1026. 

Goncalves, S. and L. Kilian (2004): “Bootstrapping Autoregressions with Conditional 
Heteroskedasticity of Unknown Form,” Journal of Econometrics, 123, 89–120. 

Hamilton, J. D. (2018): “Why You Should Never Use the Hodrick-Prescott Filter,” The 
Review of Economics and Statistics, 100, 831–843. 

Harberger, A. C. (1950): “Currency Depreciation, Income, and the Balance of Trade,” 
Journal of Political Economy, 58, 47–60. 

Jacks, D. S. and M. Stuermer (2018): “What Drives Commodity Price Booms and 
Busts?” Energy Economics. 

Juvenal, L. and I. Petrella (2015): “Speculation in the Oil Market,” Journal of Applied 
Econometrics, 30, 621–649. 

Kilian, L. (2008a): “A Comparison of the Effects of Exogenous Oil Supply Shocks on Output 
and Inflation in the G7 Countries,” Journal of the European Economic Association, 6, 78– 
121. 

——— (2008b): “Exogenous Oil Supply Shocks: How Big Are They and How Much Do They 
Matter for the U.S. Economy?” The Review of Economics and Statistics, 90, 216–240. 

Kose, M. A. (2002): “Explaining Business Cycles in Small Open Economies: ’How Much do 
World Prices Matter?’,” Journal of International Economics, 56, 299–327. 

Kravis, I. B. and R. Lipsey (1971): Price Competitiveness in World Trade, National Bureau 
of Economic Research, Inc. 

Laursen, S. and L. A. Metzler (1950): “Flexible Exchange Rates and the Theory of 
Employment,” The Review of Economics and Statistics, 32, 281–299. 

Mauro, P. and T. I. Becker (2006): “Output Drops and the Shocks That Matter,” IMF 
Working Papers 06/172, International Monetary Fund. 

Mendoza, E. G. (1995): “The Terms of Trade, the Real Exchange Rate, and Economic 
Fluctuations,” International Economic Review, 36, 101–137. 

Neumeyer, P. A. and F. Perri (2005): “Business Cycles in Emerging Economies: the Role 
of Interest Rates,” Journal of Monetary Economics, 52, 345–380. 

Obstfeld, M. (1982): “Aggregate Spending and the Terms of Trade: Is There a Laursen-
Metzler Effect?” The Quarterly Journal of Economics, 97, 251–270. 

27 



Pesaran, M. H. and R. P. Smith (2014): “Signs of Impact Effects in Time Series Regression 
Models,” Economics Letters, 122, 150–153. 
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