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information‑provision experiment using central bank communications; conceptual complexity 
– captured by a novel quantitative measure we construct – matters more for getting through. 
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1 INTRODUCTION

1 Introduction

Information transmission is typically difficult when messages are complex. A large literature within
economics explores the challenges related to the transmission of information within a setting in which
individuals are ‘rationally inattentive’; optimally allocating scarce attention to different sources of in-
formation by balancing the relative costs and benefits (Sims 1998, 2003, 2006). Costs are typically
thought of as information-processing costs, with an established literature on information theory empha-
sising the ‘mental effort’ required to process new information conveyed by specific words - in particular
when that word ‘surprises’ the reader (Shannon 1948, Hale 2001, Levy 2008). A nascent empirical lit-
erature has emerged across various economic fields seeking to capture the difficulty of comprehending
text through quantitative measures of linguistic complexity. The primary aim is to understand the
impediments to information transmission, by investigating individuals’ capacity to process complex in-
formation (Bushee et al. 2018). The insights from this type of analysis are vital for policy institutions,
who often have to communicate inherently complex messages to a range of different audiences. The
design of effective communications requires that these messages are communicated in a way that is
accessible; that they ‘get through’.

However, a challenge in designing better communication is that the nature of complexity is seldom
well defined (Gentzkow et al. 2017). Theoretical frameworks tend to model a catch-all unidimensional
cost of complexity, without offering insights as to the origin of this cost, or how to mitigate it (Haldane
et al. 2019). Empirical studies have focused primarily on restrictive quantitative measures that capture
narrow dimensions of complexity, with particular regard to texts’ semantic structure (e.g. average word
and sentence length). These measures, such as the Flesch-Kincaid score, do not capture the complexity
of the content of the information itself.1 Thereby, they likely miss a principal information processing
cost identified in the information-theory literature: new information from specific words.

In this paper, we distinguish ‘semantic’ complexity, captured by existing narrow measures, from ‘con-
ceptual’ complexity, which captures the difficulty in comprehending a message that arises from fun-
damentally not understanding certain words or how things are related. We operationalise this by
constructing a novel quantitative measure of conceptual complexity. Our main contribution is to use a
large information provision experiment on a sample of the general public to show that it is conceptual
complexity that matters far more than semantic complexity for ‘getting through’. Our broad distinc-
tion, operationalisation, and experimental finding provides important direction on how to direct efforts
to design better policy communication.

The environment that we explore is central banking. Central banks, like other policymakers and pos-
sibly moreso, have to communicate complex messages to different audiences with different degrees of
informedness. For instance, they must communicate to financial markets as well as, increasingly, to
the general public. The importance of effective communication has grown in recent years, as commu-
nication has increasingly become a key tool in the central bank policy shed. Evidence indicates that,

1The Flesch-Kincaid score is a widely used measure of ‘readability’ developed by a combination of Flesch (1948)
and Kincaid et al. (1975). It provides an estimate of the number of years of education an individual would need to
have, on average, to be able to understand a piece of text.
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1 INTRODUCTION

in relation to financial markets, central bank messages broadly get through. Coibion et al. (2019) and
Swanson (2018) amongst others document that communications have been largely successful in shaping
expectations for inflation and interest rates, as intended, amongst financial market participants. How-
ever, in relation to broader audiences, they do not. A wealth of evidence documents that household
and firm inflation expectations are consistently far above central bank targets, highly dispersed across
individuals, and volatile in the time series (D’Acunto et al. 2022). Yet, a growing body of research
emphasises that their expectations matter just as much as, if not more than, those of financial market
participants for the transmission of monetary policy (Reis 2023, D’Acunto et al. 2020, Malmendier &
Nagel 2016, Bachmann et al. 2015, Armantier et al. 2016). After all, firms set prices and wages, and
household consumption is the largest component of GDP in most advanced economies (Beraja et al.
2019, Agarwal & Qian 2014).

So, why aren’t central bank messages getting through to these broader audiences? One reason is that,
in low inflation economies, the benefits to paying attention to whether inflation is expected to be 1.5%
or 2% in one or two year’s time are very low (Sims 2015). However, this does not explain the whole
story. UK survey data shows that household inflation expectations have remained largely unanchored
in the high inflationary environment since 2022.2 There is similar evidence in the US.3 Another reason
is that the costs of paying attention to often very complex central bank communications are high. A
growing body of research, led by Haldane & McMahon (2018) and Coibion et al. (2019), has turned
to focus on the merits of simplifying communications. However, to date, our understanding of what
linguistic complexity is, let alone the role it plays in generating barriers to paying attention to central
bank communications, accurately processing information, and developing well-anchored expectations,
remains limited. D’Acunto et al. (2022) describe the challenge of understanding how policy communi-
cation can influence consumer beliefs and choices as an important open area for research.

We make two contributions. Our primary contribution is to distinguish between ‘semantic’ and ‘concep-
tual’ dimensions of linguistic complexity and test their relative importance in an information provision
experiment with 1,859 members of the public. We randomly assign respondents to hypothetical cen-
tral bank reports that vary in complexity across semantic and conceptual dimensions. Controlling for
demographic factors, we are able to identify the causal local average treatment effect of reading more
complex texts on respondents’ information processing capacity, as well as on factors likely to influence
the relative costs and benefits people face of paying attention to central bank communications.

We find that conceptual complexity matters more than semantic. It reduces: (i) respondents’ perceived
understanding of the report they read, (ii) their actual understanding of the information conveyed, and
(iii) their sentiments towards the central bank (such as trust). In contrast, semantic complexity has
little to no effect. Moreover, each of these results hold focusing on a sub-sample of highly educated
respondents who studied economics at university, with potentially important implications for effective
communications with a range of actors in the economy, not just the general public.4

2The August 2022 Inflation Attitudes Survey found that fewer than 20% of the UK public expect inflation to be at
the BoE’s 2% target rate in 5-years time. This contrasts with long-run (3-year) inflation expectations amongst profes-
sional forecasters, which remained firmly anchored with mean 1.9% (Survey of Professional Forecasters).

3In the US, 5-year ahead household inflation expectations rose to above 3% in June 2022 (Michigan Survey of Con-
sumers), with significant disagreement across respondents (see Kansas City Fed Research)

4Interestingly, we also find some evidence of a potential ‘goldilocks’ level of conceptual complexity whereby re-
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1 INTRODUCTION

The impact of complexity on reducing respondents’ understanding is consistent with the predictions
of a simple rational inattention model we develop, based on Mackowiak & Wiederholt (2009), that
embeds complexity of communications in an individual’s optimal attention allocation decision. In this
model, by construction, the cost of paying attention to central bank communications depends on the
linguistic complexity of the message. In turn, complexity reduces the degree to which people are willing
to pay attention to messages communicated by the central bank, and thus, the degree to which they
form accurate beliefs about the economy and well-anchored expectations. While we model the cost
of information processing as being unidimensional (as is typical in such models), the results from the
experiment demonstrate that conceptual, not semantic, complexity represents the ‘true’ cost, which
manifests as differences in understanding and belief formation.

Our second contribution is the construction of a novel quantitative measure of conceptual complexity,
which is distinct from existing measures of semantic complexity. This measure, the Conceptual Com-
plexity Index (CCI), explains the impact of conceptual complexity on information processing that we
derive in the experiment. The measure utilises a dictionary of economic and financial jargon terms, to
capture the quantity and breadth of jargon used in a text, as well as the range of different technical
topics covered. Though our design and choice of jargon words is specific to the central banking envi-
ronment we study, the idea could be adapted to any communication environment. We hope that it can
broaden future empirical analyses of the two different types of linguistic complexity, and in particular,
proves useful in other fields in which linguistic complexity has been measured, including regulatory
economics (Katz & Bommarito 2014, Ash 2015, Li et al. 2015) and corporate reporting (Loughran &
McDonald 2016, Leuz & Wysocki 2016, Hoberg et al. 2014, Chen et al. 2014, Engelberg et al. 2012,
Garcia 2013, Da et al. 2014, Buehlmaier & Whited 2018).

As an example of its potential value, we apply the CCI, along with traditional measures of semantic
complexity, to quarterly Bank of England (BoE) publications. We show that efforts to simplify language
have been successful if one focuses only on semantic dimensions of complexity (e.g. the Flesch-Kincaid
score). However, the conceptual complexity of its reports, as captured by the CCI, has not followed the
same trend-decline. Instead, conceptual complexity, which we experimentally find to matter more than
semantic complexity, has increased over the same period for certain publications and demonstrated far
greater volatility.

Our work has important and clear implications for policy institutions such as central banks. In his first
press conference as Governor of the Reserve Bank of New Zealand in 2018, Adrian Orr expressed that
policymakers’ challenge “is to speak in plain English as opposed to in a high-tech scientific language
which only about half a dozen people understand and even less are interested in”.5 Our results show
that for policy institutions to ‘get through’ to their broad audiences, they should pay close consideration
to the complexity of the language they use. In particular, they should focus on broader dimensions of
complexity than those captured by the restrictive measures used by both the research literature and
policy institutions to date. Our results suggest that conceptual complexity is particularly important,
not just in relation to inflation expectations, as some of the previous literature has focused on (Coibion

spondents’ understanding increases from low to medium levels of complexity, before falling again, for certain variables.
Discussed in more detail in Section 5.

5As quoted by Bloomberg in an article published in January 2019.
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1 INTRODUCTION

et al. 2019), but people’s understanding of information more generally, as well as their sentiments (such
as trust) towards the central bank. Our results also suggest that conceptual complexity matters not
only for effective communications with the general public, but potentially also for all economic agents.

Our work is related to the growing literature on central bank (CB) communications. Initially,
the focus was on transparency and the benefits of divulging more information, while more recently
the role of communication grew even greater in the wake of the Financial Crisis with the adoption
of Forward Guidance policies. Communication has become a fundamental part of CB policy, with
broad academic and policymaker agreement on the importance of clear communications as a tool
for anchoring expectations (Binder 2017, Woodford 2010, Bernanke 2003, Blinder et al. 2008). And
considerable empirical evidence suggests that professional forecasters’ expectations are indeed well
anchored by CBs (Gürkaynak et al. 2007, Ball & Mazumder 2011, Beechey & Johannsen 2011, Davis
2014).

However, despite growing recognition that CBs have a number of different target audiences,6 Blinder
(2009), Binder (2017), Haldane (2017), van der Cruijsen et al. (2010), and van der Cruijsen et al. (2015)
note that relatively little academic attention has concerned the expectations of the general public.
Haldane (2017) describes this as symbolising a “selective revolution” in terms of CB transparency. This
has occured despite the fact that a growing body of empirical evidence suggests that: (i) household
expectations matter for activity and financial choices (Reis 2023, Bachmann et al. 2015, Malmendier &
Nagel 2016); and (ii) most retailers, wholesalers, price- and wage- setters, form expectations in a way
which closely resemble that of households, rather than that of professional forecasters (Blinder et al.
1998, Coibion & Gorodnichenko 2015, Nalewaik 2016).

Evidence to date suggests that CB communications are not getting through to the general public.
Haldane & McMahon (2018) argue that public understanding of monetary policy has remained largely
immune to the increased quantity of communication by CBs. Empirical evidence from the Netherlands
(van der Cruijsen et al. 2010), US (Shiller 1997, Sapienza & Zingales 2013, Carvalho & Necchio 2015,
Drager 2015), New Zealand (Kumar et al. 2015), South Africa (Marcus 2014), UK (Haldane & McMa-
hon 2018), Japan (Bank of Japan, 2005), and Eurozone (European Commission, 2016) indicate low
levels of informedness across both households and firms in relation to monetary policy. Binder (2017)
finds that US household inflation expectations are far less anchored than are those of professional
forecasters. Indeed, communicating effectively with the general public has proved so challenging that
Blinder (2018) concludes that “central banks will keep trying but, for the most part, they will fail”.
Understanding why this may be is an open area of research (D’Acunto et al. 2022).

Our work seeks to glean insights into this puzzle, contributing to a nascent but growing empirical litera-
ture evaluating the role of linguistic complexity on the degree of attention paid to CB communications,
using semantic modelling techniques (Born et al. 2014, Bholat et al. 2015, 2018, Chakraborty & Joseoh
2017, Haldane 2017, Haldane & McMahon 2018, Hansen et al. 2018, 2019, Ferrara & Angina 2022,
Mumtaz et al. 2023). Hernandez-Murillo & Shell (2014) estimate that an individual would require,

6The ECB (2002) noted: transparency is “more than simply releasing information; but it must be communicated to
different audience across different environments”. Bernanke (2003) outlines three Fed audiences: political authorities,
financial markets and the general public. The Swedish Riksbank identifies eight (Dincer & Eichengreen 2009).
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on average, 19 years of schooling to understand FOMC minutes under the Yellen chairmanship. Bulir
et al. (2012) similarly estimate that between 14-18 years of schooling would be required to understand
CB publications in the UK, Chile, Czech Republic, Poland, and Sweden, and by the ECB. In contrast,
the average number of years of schooling needed to understand a political speech is about 8, and a
broadsheet newspaper 12 (Haldane & McMahon 2018). Indeed, experimental studies have found in-
dicative evidence that the linguistic complexity of CB communications has significant negative effects
on the degree of informedness (Coibion, Gorodnichenko & Kumar 2018, Coibion, Gorodnichenko &
Ropele 2018, Humziker et al. 2018, Armantier et al. 2016, Armona et al. 2018, D’Acunto et al. 2018,
Roth & Wohlfart 2018). On the back of this work, and consistent with advice by Sims (2015) that
“there is an argument for guiding the simplification of the policy message”, CBs have recently sought
to reduce the complexity of their messages and communicate more effectively with the public.

However, the majority of studies to date have focused on restrictive measures of semantic complexity,
such as the Flesch-Kincaid score (Mumtaz et al. 2023, Ferrara & Angina 2022). Some studies have
sought to broaden focus to a wider variety of dimensions of complexity. Beyond the Flesch-Kincaid
score, or simple word count measures, Amadxarif et al. (2019) use measures of ‘conditionality’ and
‘lexical diversity’, to reflect how cognitive loads may increase as individuals are required to consider a
greater number of possible states of the world or have to interpret a greater range of words, respectively.
However, these measures still do not capture the content of the text itself, which information-theoretic
approaches show to be of central importance for the cognitive load of comprehending text. In particular,
the information theory literature identifies the ‘surprisal’ of specific words – a theoretical measure of
the extent to which a word came unexpected to a reader, as particularly key (Hale 2001, Levy 2008,
Frank 2013).7 We seek to operationalise these principles by developing a novel measure of ‘conceptual’
complexity, aimed at better capturing the ‘true’ costs of processing information.

Finally, a related, but separate strand of recent work, utilises Natural Language Processing (NLP)
techniques to identify the specific topics discussed in text, model their relative importance within a
text, and draw inferences on their association with information processing (Blei et al. 2012, Ludering
& Winker 2016, Larsen & Thorsrud 2018, Hansen et al. 2018). And on-going work, has begun to
focus on the role of narratives in reducing the costs of processing information (Shiller 2017, Ash et al.
2022, Macaulay & Song 2023, Flynn & Sastry 2022). Narrative approaches, though in their infancy,
potentially provide a complementary way to measure conceptual complexity.

The rest of this paper is structured as follows. In Section 2, we provide a theoretical argument for
simplicity, by developing a simple rational inattention model of central bank communications. This
model provides predictions about what we should expect to see if we vary the costs of attention. In
Section 3, we construct our novel measure of conceptual complexity, and use this to analyse Bank of
England publications. Section 4 details our experimental study and the empirical strategy we adopt,
before presenting our results in Section 5. Section 6 concludes.

7Recent (entropy-based) uncertainty reduction approaches to surprisal capture the degree to which a specific word
informs an individual by the degree to which it reduces an individual’s uncertainty about what is being communicated.
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2 A THEORETICAL ARGUMENT FOR SIMPLICITY

2 A Theoretical Argument for Simplicity

If the central bank (CB) aims to align beliefs and expectations formed by economic actors more closely
to CB forecasts and targets, communications are a potentially important tool. In this section, we
formalise the argument for simplicity in communication by developing a simple rational inattention
model, based on Mackowiak & Wiederholt (2009), that embeds complexity of communication in an
individual’s optimal attention allocation decision. In a world in which attention is a scarce resource,
economic actors will decide how much (if any!) attention to pay to CB communications based on
the relative costs and benefits of doing so (Sims 1998, 2003, 2006, 2010, Lamla & Lein 2006, Coibion,
Gorodnichenko, Kumar & Pedemonte 2018).8

In the model, we focus on formalising the implications of complexity on the degree to which people
choose to engage with messages communicated by the CB and, thus, process the information com-
municated. We show that linguistic complexity reduces the degree to which people pay attention to
CB communications, which in turn reduces the accuracy of beliefs and expectations formed based on
messages communicated by the CB.

There are two other possible channels through which complexity may also directly impact the accuracy
of beliefs and expectations formed: (a) by reducing trust in the central bank (found by Haldane et al.
(2019) to be linked to reduced attention to CB communications), and (b) by directly reducing the
degree to which people are able to accurately process information, for a given level of attention. For
simplicity, we do not formalise the additional effects on expectations formation of complexity through
its impact on trust or directly on information process; incorporating these channels would exacerbate
the pervasiveness of the role of complexity on the formation of accurate expectations, as we show
in the experimental study detailed in Sections 4 and 5. Additionally, we show in Appendix A.2 that
complexity may continue to impact the accuracy of expectations formed by economic actors, even when
that information is intermediated through highly trained journalists rather than being read directly
from the CB.

2.1 Model Environment

There are households and a central bank (CB). The CB is charged with minimising the impact of
shocks on the economy. Its only tool for doing so is the anchoring of households’ expectations to its
long-run targets, through the publication of economic reports. We abstract from the direct use of
other monetary policy tools, such as interest rate instruments or open market operations. We assume
that the CB has perfect information about the state of the economy, while households are imperfectly
informed. The CB transmits a message to households detailing the true state of the economy (con-
taining both nowcasts and forecasts), and households optimally choose how much attention to pay to
this message.

8In developing a simple theoretical model showing the importance of simplicity in central bank communications,
we join an extensive list of work applying Sims’ (2003) rational inattention framework to various economic settings
such as optimal price setting (Mackowiak & Wiederholt 2009), consumption saving problems (Luo 2008), investment
decisions (van Nieuwerburgh & Veldkamp 2009, Mondria 2010), settings with elements of price stickiness (Woodford
2009), stochastic choice settings (Matejka & McKay 2015), dynamic games (Myatt & Wallace 2012), global games
(Yang 2015), dynamic learning (Steiner et al. 2017), and social learning (Caplin & Martin 2015).
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2 A THEORETICAL ARGUMENT FOR SIMPLICITY

Households, which we assume to be homogenous and characterised by a representative household, h,
maximise expected utility, subject to a constraint, by optimising the amount of attention they pay to
the signal that they receive in the message transmitted by the CB. Household h’s utility function is
given by:

uh(x, x̃h) = −b(x− x̃h)
2 (1)

where x represents the true message communicated by the CB, x̃h represents household h’s posterior
belief, and b > 0 is the benefit derived from being well informed.9 Deviations of x̃h from x reflect
frictions caused by imperfect information which result in sub-optimal choices relative to the counter-
factual case of perfect information, and a fall in household utility (Wiederholt 2010). A well-informed
household has a smaller deviation of x̃h from x.

The constraint the household faces arises from the fact that attention is scarce and reflects the cost,
ch, associated with paying attention to the CB’s message. Specifically, we follow Sims (2003) in
modelling attention as an information flow and the constraint on attention is modelled as a bound on
information flow. Household h’s choice of how much attention to pay to the signal received via the
message transmitted by the CB is characterised by their choice of how much information to process.
The cost of paying attention is characterised by the cost of processing information. The cost is defined
as:

ch = (1 + µ)︸ ︷︷ ︸
marginal cost

. λh︸︷︷︸
quantity

(2)

where µ is the linguistic complexity of the message communicated by the CB, and λh is the quantity
of information that household h processes. The marginal cost of processing information is assumed to
be increasing in the linguistic complexity of the CB’s message.

2.2 Household Information Processing

Although the model is static, it is convenient to think of the transmission and receipt of the CB’s
message and the resulting impact on the household’s updated beliefs as consisting of three stages.

Stage 1. Household h has a prior belief x̄h about the state of the economy.

The household is uncertain about the true state of the economy, but knows the mean and variance of
the distribution from which the state of the economy is drawn:10

x ∼ N (0, σ2x)

where σ2x reflects uncertainty about the state of the economy. The household’s prior belief will be
(optimally) set equal to the expected state of the economy, such that: x̄h = E[x] = 0.

9We follow Sims (2003) in modelling utility as quadratic. This is a necessary condition for Gaussian uncertainty
to be the optimal choice of distribution (Sims 2006). Sims (2006), Matejka & McKay (2015) and Steiner et al. (2017)
consider more general utility functions.

10Sims (2003) explains that Gaussian uncertainty is optimal in this setting when agents face quadratic utility with
a linear constraint. Sims (2006) and Mackowiak & Wiederholt (2009) corroborate this, finding that for low information
flow (as is assumed in this setting), departures from Gaussianity are small with non-quadratic objective functions.
In addition, Sims (2015) explains that RI models are easiest to handle and lead to particularly appealing and useful
properties when random variables are normal.
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2 A THEORETICAL ARGUMENT FOR SIMPLICITY

Stage 2. The CB transmits a message, x, revealing the true state of the economy.11

Stage 3. Households receive a noisy signal depending on attention paid to the CB message:

sh = x+ ϵh (3)

where sh is the signal received by household h, x is the true state of the economy as transmitted by
the CB’s message, and ϵh ∼ N (0, σ2ϵ ) is noise within the signal that is interpreted as arising from
household h’s limited attention.

Stage 4. The household updates its beliefs about the state of the economy.

Household h uses the noisy signal received from the CB to update its beliefs. Based on the utility
function specified in equation (1), the utility maximising rationally inattentive household will choose to
set their posterior belief, x̃h, equal to the expectation of the true state of the economy as communicated
by the CB’s message, x, given the signal received, sh. That is:

x̃h = E[x|sh] = ξh(x+ ϵh) (4)

where ξh is the weight that household h attaches to the signal.12

The weight, ξh, that household h attaches to the signal, sh, characterises the degree to which it pays
attention to the signal received from the CB. The greater the weight attached to the signal, the more
attention is paid, the closer is its conditional expectation of x given sh (and, thus its posterior belief)
to the true state of the economy. In contrast, the lower the weight attached to the signal, the less
attention paid to the signal, the closer h’s posterior belief lies to its prior.

2.3 Optimal Choice of Attention

In order to model the household’s optimal choice of attention, we must relate the quantity of information
processed by household h, λh (in equation 2), to the weight attached to the signal received from the
CB, ξh (in equation 4). We follow much of the literature in doing this by modelling each as reflecting
the expected reduction in uncertainty due to the acquisition of the signal. Information processed is
captured by: λh ≡ H(x) − E[H(x|sh)]; where H(.) is a Shannon entropy function (Shannon 1948,
Cover & Thomas 1991, Sims 2003, Mackowiak & Wiederholt 2009). Following Mackowiak, Matejka &
Wiederholt (2018), we define the weight attached to the signal, ξh, as:

ξh ≡

(
1−

σ2x|s

σ2x

)
(5)

11We assume that the CB wants to anchor households’ beliefs and expectations and so the CB will always seek to
communicate all information about the state of the economy, with no incentives to withhold information or purpose-
fully limit transparency (see Wiederholt (2020)).

12Equation 4 follows from the fact that E[x|sh] = (1− ξh)x̄h + ξhsh and x̄h = E[x] = 0
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2 A THEORETICAL ARGUMENT FOR SIMPLICITY

where ξh ∈ [0, 1]. A greater weight, ξh, attached to the signal, sh, by household h results in a greater
reduction in uncertainty given the acquisition of the signal. We can interpret ξh = 1 as reflecting
the scenario in which household h pays full attention to the signal and, thus, processes complete and
perfect information about the state of the economy. In contrast, ξh = 0 reflects the scenario in which
no attention is paid by household h to the signal and no information is processed.

By the Shannon entropy properties of a Gaussian variable, we can thus relate λh to ξh:

λh =
1

2
log

(
1

1− ξh

)
(6)

Households seek to maximise their expected utility subject to their constraint on attention:

max {E[uh(x, x̃h)]− ch} (7)

which yields optimal weight:13

ξ∗h = max

(
0, 1− (1 + µ)

2bσ2x

)
(8)

We can see that the optimal signal weight, reflecting the optimal level of attention, increases with the
benefit of paying attention, b, and the degree of uncertainty surrounding the state of the economy, σ2x.
In contrast, attention decreases with the linguistic complexity of the CB’s message, µ.

The deviation of the posterior belief from the true message communicated by the CB is given by:14

x− x̃h =
(1 + µ)x

2bσ2x
− ηh (9)

where ηh ≡ ξ∗hϵh ∼ N (0, σ2η) can be interpreted as resulting noise in actions.15

In this setting, (1+µ) > 0 results in under-reaction to messages from the CB, with households choosing
a weight ξh < 1 and paying less attention to the message communicated by the CB than in a perfect
information setting. The under-reaction to shocks is a standard implication in rational inattention
settings.

This simple model produces a qualitative case for simplicity of CB communication. To the extent that
linguistic complexity increases the perceived costs of paying attention, the deviation between expec-
tations formed and the true message communicated by the CB (i.e. the ‘inaccuracy’ of expectations
formed) is increasing in the degree of linguistic complexity: ∂(x−x̃h)

∂µ > 0.

As mentioned already, we do not model an effect of complexity on trust in the CB and subsequently on
expectations formation. We can think of trust as factoring (positively) into the perceived benefits to
paying attention, b. We show that the deviation of expectations from the true CB message is strictly

13Derivations are provided in Appendix A.1.
14Note that this deviation is zero in expectation by Law of Iterated Expectations.
15The variance of the noise in actions, σ2

η = (ξ∗h)
2σ2

ϵ will be small as high attentiveness implies relatively high ξ∗h,
but relatively low σ2

ϵ and vice versa. At each extreme, σ2
η = 0 as σ2

ϵ = 0 in the full attention case, whilst ξ∗h = 0 in the
no attention case.
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decreasing in the benefit to paying attention (∂(x−x̃h)∂b < 0). Thus, to the extent that complexity reduces
trust in the CB, as Haldane et al. (2019) evidence, complexity would also be associated with lower
levels of attention through its effect on trust. We also do not model the direct effect of complexity on
information processing capacity for a given level of attention. This could be done by also incorporating
µ directly in equation (9), exogenously from ξh.

One critique of this simple model is that, in the real world, most people do not pay any attention to CB
communications and instead get their information about the state of the economy via the media, rather
than directly from the CB (Lamla & Lein 2010, Lamla & Maag 2012, van der Cruijsen et al. 2010,
2015). In Appendix A.2, we describe an extension of the model to incorporate a role for the media.
The key assumption is that journalists, j, are rationally inattentive and receive the CB signal before
transmitting it on to final agents. We show that complexity may continue to impact the accuracy
of expectations formed by economic actors, even when that information is first received, simplified,
and then transmitted to those actors by highly trained journalists. The implication is that simpli-
fied communication may benefit financial market participants (who are likely to get their information
directly from the CB) as well as journalists (who then transmit these messages to the broader public).16

While the model proposes a formal mechanism through which linguistic complexity affects public
engagement with CB communications, we have not been explicit about what complexity is. That is,
we have not distinguished between different dimensions of complexity. In fact, the main contribution
of this paper is to explore the role that different types of complexity, ‘semantic’ and ‘conceptual’. We
turn now to being clear on that distinction.

3 Linguistic Complexity: Categories and Measurement

Complexity is seldom well defined (Gentzkow et al. 2017). The literature typically assumes that
textual complexity increases “information processing costs”, but generally offers little indication as
to what these processing costs are (Amadxarif et al. 2019, Bushee et al. 2018). Within the field of
CB communications, definitions of complexity have been particularly narrow and restrictive. Most
empirical work has focused exclusively on a single measure of linguistic complexity: the Flesch-Kincaid
(FK) score. In this section, we discuss the limitations of the FK score, propose a categorisation of
linguistic complexity by ‘semantic’ and ‘conceptual’ dimensions, construct novel measures to capture
the latter, and apply these measures to quarterly Bank of England publications.

3.1 Beyond the Flesch-Kincaid Score

The FK score is an objective measure of ‘readability’. It estimates the number of years of education an
individual would need to have, on average, to be able to understand a piece of text. The FK accom-
modates cross-country (Bulir et al. 2012), cross-institution (Haldane & McMahon 2018), and temporal

16One further point to note is that, in this simple setup, we do not incorporate the possibility that reduced com-
plexity might over-simplify the message, and reduce the CB’s ability to communicate a message accurately. Haldane
et al. (2019) model the CB’s choice of simplicity as a trade-off between engaging audiences and being able to com-
municate all important information accurately. The purpose of the simple model we develop, however, is to provide a
framework through which we might think about complexity impacting the degree of attention individuals pay to CB
messages, and thus the degree to which their beliefs and expectations formed are well-anchored.

10
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(Hernandez-Murillo & Shell 2014) comparisons. However, as a measure of linguistic complexity, it is
restrictive, focusing only on semantic structure, and accounting only for average sentence and word
length of a piece of text. Linguistic complexity is far broader than this.

Significant interest has been expressed in expanding our understanding of the breadth and nature of
linguistic complexity. Andy Haldane (2017), during his time as Chief Economist at the BoE, argued for
a shift of focus towards behavioural aspects of information processing. He calls for more investigation
on how the use of narratives and the expression of concepts, using terms with which readers can relate,
might facilitate the processing of information and enhance engagement by wider audiences. Akerlof
& Shiller (2009) and Shiller (2017) point to the use of “popular narratives” in other fields: Marketing
(Escalas 2007), Journalism (Machill et al. 2007), Education (McQuiggan et al. 2008), Health Interven-
tions (Slater et al. 2003), and Philanthropy (Weber et al. 2006). Despite this, relatively few studies
within the field of CB communications have yet extended semantic modelling techniques to analyse
measures of complexity beyond the FK score.

Our aim is to extend analysis in this field by developing a broader range of measures of linguistic
complexity.

3.2 Categories of linguistic complexity

A number of taxonomies have been proposed to distinguish between forms of complexity. Amadxarif
et al. (2019), following Colliard & Georg (2018), distinguish between ‘local’ and ‘global’ complexity.
Within the context of CB regulations, local complexity refers to difficulties in processing the language of
individual provisions, whilst global complexity refers to the network of inter-linked and cross-referenced
provisions. Given that CB communications are relatively self-contained (comprehension does not rely
on references to other documents).17 We restrict analysis to ‘local’ complexity, and from hereon refer
to ‘linguistic complexity’ as synonymous with ‘local’ complexity. We further distinguish between two
forms of linguistic complexity: ‘semantic’ and ‘conceptual’ linguistic complexity. Whilst the former
captures the grammatical and semantic structure of a piece of text, the latter instead is determined
by the complexity of the content of the text.

Semantic and conceptual forms of complexity capture very different determinants of complexity and
imply that different pieces of text can be rendered linguistically complex for different reasons. A
document that discusses high level quantum mechanics using very short words and phrases would be
regarded as relatively simple by a measure of semantic complexity, yet, in reality, it is so conceptually
complex and technical that it is likely incomprehensible for most people.

Beyond the fact that conceptual complexity, intuitively, should be important, our motivation for fo-
cusing on it is rooted in an established literature on information-theory. Hale (2001) and Levy (2008)
show that information processing costs are associated with the cognitive load, or new information,
conveyed by specific words. In particular, they demonstrating that a crucial determinant of a word’s
information content is its ‘surprisal’ - a theoretical measure of the extent to which a word came as

17Of course, the macro economy more broadly is a complex web of interactions that underlie the MPR. Further
research could extend measures of complexity to consider ‘global’ dimensions as well.
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unexpected to a reader (Frank 2013). The novel measure of conceptual complexity that we construct
in this section seeks to operationalise this concept within a single quantitative index.

In the following sections, we detail the existing measures of semantic complexity and construct a novel
Conceptual Complexity Index (CCI), before applying these measures to quarterly BoE publications.

3.3 Measurement of linguistic complexity

3.3.1 Measures of semantic complexity

The two most common measures of ‘semantic’ complexity are the FK Score and Word Count.

Flesch-Kincaid (FK) Score
Introduced based on work by Flesch (1948) and Kincaid et al. (1975), the FK score offers a picture of
the overall level of semantic complexity of text. It is computed as a composite measure of the average
word and sentence length of a piece of text. The formula is given by:

Flesch Kincaid Score = 0.39
n(Words)

n(Sentences)
+ 11.8

n(Syllables)

n(Words)
− 15.59

where n(Words) refers to the total number of words in a piece of text. Analogous definitions hold for
n(Sentences) and n(Syllables).

Word Count
Word Count provides a measure of the length of a piece of text(Szmrecsanyi 2004). Hernandez-Murillo
& Shell (2014) compute the word count for Fed statements and show a substantial increase under the
Yellen chairmanship. In contrast, Haldane (2017) explains recent BoE strategies to produce shorter
forms of communications.

3.3.2 Novel measures of conceptual complexity

Empirical studies have shown that simpler terminology can dramatically increase the readability of text.
For instance, Haldane (2017) explains that terms such as ‘inflation’, ‘employment’ and ‘annuities’ res-
onate less well with people than do their less technical counterparts, ‘prices’, ‘jobs’ and ‘investment’
(Smart 2016). Bholat et al. (2018) similarly emphasise the effect that technical jargon might have on
the difficulty of understanding information. We address this in this section by constructing a novel
measure of conceptual complexity with specific application to macroeconomics and finance.

Simple Measure: Proportion of Jargon (PoJ)
The simplest way to measure a document’s conceptual complexity is to capture the number of technical
jargon terms used in it. Very simply, the more densely packed a document is with jargon terms, the
harder it is likely to be to understand. A simple measure of the proportion of jargon (PoJ) within a
document, d, would be:

12
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PoJd =

J∑
j=1

wj

N∑
i=1

wi

≡ Wj

Wi

where wj represents the number of instances that jargon term j ∈ {1, ..., J} is mentioned, and wi the
number of instances that any word i ∈ {1, ..., N} is mentioned. Thus, PoJd captures the total number
of jargon words (Wj) as a fraction of the total number of words (Wi) in document d.18 We apply
this measure to BoE publications in Section 3.4, defining ‘jargon’ terms based on a dictionary that we
construct by merging published economic, business, and financial A-Z lists.19

However, there are a number of features of conceptual complexity that this simple PoJ measure is
unable to capture. For instance, it does not reveal whether a document refers to lots of different jargon
words, or simply the same ones repeatedly. A document in which 10% of the words are a single jargon
term (e.g. ‘growth’) is likely to be less complex than a document in which 10% of words refer to differ-
ent jargon terms (e.g. ‘growth’, ‘GDP’, ‘activity’, ‘output’). Furthermore, if different jargon terms are
mentioned, this simple measure does not reveal whether they refer to similar concepts or completely
distinct topics. The abovelisted jargon terms each relate to a similar concept, but a document that
also discusses a greater range of topics, such as monetary policy, inflation, growth, financial markets,
etc. is likely to be more conceptually complex.

We construct a more comprehensive measure of conceptual complexity, which we term the Conceptual
Complexity Index (CCI), that seeks to capture each of these characteristics.

Conceptual Complexity Index (CCI)
The CCI has three key features. It increases in:

1. the proportion of jargon used;

2. the breadth and dispersion of distinct jargon terms used within a given topic;

3. the number of topics covered.

Feature 1. We use the simple PoJd measure described above as the baseline for feature 1. We then
augment this measure by incorporating features 2 and 3 in a manner that ensures the CCI is still
comparable to the simple PoJd measure above.

We consider that there are T broad topics relating to the economy. Each jargon term or phrase, j,
is mapped to a topic t ∈ {1, ..., T}.20 It is not the case that the words have to be synonyms within
the topic; a piece carefully distinguishing between the level and rate of change of prices should ap-
propriately use separate price and inflation terms. Rather, we consider a document that distinguishes
between these first and second derivatives to be more conceptually complex than one that just makes

18We drop the subscript d from the right-hand side of the equation throughout this section for notational simplicity.
19Sources: Economist, the Guardian and Investopedia. A list of the terms included in this dictionary is provided in

Appendix B.1, along with a more detailed discussion of the methods used.
20We detail this mapping in Appendix B.1.
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reference to one.

Feature 2. We measure the within-topic intensity of jargon using a version of the Herfindahl index
of concentration. We create a weight, ψ, that adjusts the jargon count within topic t (in document
d) based on the ‘concentration’ (or, conversely, breadth and dispersion) of distinct jargon terms used
within that topic.21 This weight is given by:

ψt,d =

√√√√ Jt∑
jt=1

s2j,t

where sj,t ≡ wj,t

Wj,t
represents the share of references, wj,t, to jargon term jt ∈ {1, ..., Jt} in topic t in the

total count of references to all jargon terms, Wj,t ≡
Jt∑
jt=1

wj,t, in that topic. The weight, ψt,d ∈ [0, 1] is

equal to 1 if only a single jargon term jt is used within topic t. It falls towards zero as more jargon
terms within the topic are used, and specifically they are used in a less concentrated (or, equivalently,
more dispersed) manner. The weight also treats differentially the use of alternative jargon terms once
versus many times, reflecting the diminishing impact on conceptual complexity of using the same jar-
gon term multiple times.

We then use a transformation of this weight, reflecting the ‘concentration’ of jargon terms, to scale the
within-topic t jargon count as follows:

W ∗
j,t,d =

Wj,t

Ψt

where Ψt = 2log10ψt . This transformation is chosen such that where ψt = 1 it is also the case that
Ψt = 1 and the adjusted jargon count W ∗

j,t,d in topic t is equal to the baseline jargon count Wj,t,d. As
ψt decreases, the jargon count is adjusted upwards to reflect the greater conceptual complexity arising
from a lower within-topic concentration (or, equivalently, greater breadth and dispersion) of jargon
terms. Specifically, as ψt reduces by a factor of 10, the transformation is such that Ψt reduces by a
factor of 2, thereby doubling the within-topic conceptual complexity.22

Feature 3. We draw inspiration from the tf-idf (term frequency - inverse document frequency) weight-
ing commonly used in natural language processing, to account for the number of different topics dis-
cussed in document d. The ‘topic-coverage’ weight is given by:

Φd =
log10 (Td + v)

log10 (Td + v)− log10 Td

where T is the total number of topics that we distinguish between, Td is the number of topics covered in
the particular document d, and v is a coefficient that allows the user to adjust how extra topic coverage
is penalised in the weighting. As detailed in Appendix B, we distinguish between 10 topics in total:
monetary policy; inflation; output, production, and supply side; private demand (consumption and
investment); fiscal policy (including government expenditure); open economy; labour market; financial
market; financial stability and macroprudential policy; and ‘other’). We then choose v = 90 such that

21Again, we drop the notation d from the RHS of the equation for notational simplicity.
22This transformation is helpful to avoid exponential increases in W ∗

j,t,d as ψt → 0.
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covering all topics doubles the difficulty and, hence, the adjusted jargon count compared to a baseline
of covering only one topic.23

Taking all of these adjustments into account, the Conceptual Complexity Index (CCI) is given by:

CCId =

(
T∑
t=1

W ∗
j,t,d

)
× Φd

Wi,d

That is, the CCI for a document d is increasing in the sum of the jargon counts (feature 1), across all
topics td ∈ {1, ..., Td} covered in d, adjusted for the breadth and dispersion of distinct jargon terms
within each topic t, W ∗

j,t,d (feature 2), and the range of topics covered, given by the topic-coverage
weight Φd (feature 3). The index is then given as a proportion of the total number of words in the
document Wi. CCId = PoJd if document d refers only to a single jargon term in a single topic.
Otherwise, CCId > PoJd and this difference is increasing the breadth and dispersion of jargon terms
used within each topic discussed, and the number of topics of topics covered in document d.

3.4 Application: Complexity of Bank of England publications

CBs communicate in a variety of forms, from press conferences and speeches to quarterly publications.
In the UK, the Bank of England (BoE) releases three quarterly publications on monetary policy and
economic conditions: the Monetary Policy Report (MPR, formerly ‘Inflation Report’), the Monetary
Policy Summary (MPS), and the Visual Summary (VS). The MPR, introduced in 1993, is the primary
publication, detailing the state of the economy and monetary policy decisions. The MPS is a brief,
but technical, summary of the MPR. The VS is a recent innovation, introduced in 2017 Q4, with the
objective of conveying communications more simply and targeting broader audiences.24

In this section, we apply the complexity measures described and constructed in Section 3.3 to text from
the three abovementioned quarterly BoE publications.25 In order to do so, we first construct a text
mining algorithm to generate a novel set of cleaned text data for each of these publications between Q3
2015 and Q3 2023, and combine this with MPR text data mined and shared with us by Hansen et al.
(2019) to produce a dataset with text for 71 MPRs (Q4 2005 - Q3 2023), 37 MP Summaries (Q3 2015
- Q3 2023), and 28 Visual Summaries (Q4 2017 - Q3 2023). The mining of this data and construction
of this dataset is no simple task and a useful contribution in and of itself.26

We show that, consistent with (i) active BoE efforts to simplify its communications; and (ii) the
literature’s focus on traditional measures of complexity such as the Flesch-Kincaid score, semantic
complexity has followed a clear trend-decline since the early 2010s. However, we show that, in contrast,

23Setting v = 990 would mean that covering all topics adds 50% to the adjusted jargon count.
24See Appendix B.2 for examples of each publication.
25That is, for the purpose of this paper, we do not investigate the complexity of other forms of BoE communica-

tions such as speeches from MPC members, transcripts from press conferences, or published minutes. However, the
measures we construct would be easily applicable also to these forms of communication. Additionally, these measures
could be applied to communications from other (english-speaking) central banks, such as the Fed or ECB. Applying
our measures to broader ranges of central bank communications would be valuable contributions for future research.

26Details of the steps taken to do so are provided in Appendix B.2, and we intend to make this text mining and
cleaning algorithm, which is replicable for future BoE publications releases, public on our Github project site, for use
in future research.
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dimensions of conceptual complexity, as captured by our novel measures, have not followed the same
trend. They have evolved with much greater volatility, in particular for the MPR and MPS, and have,
if anything, increased over this same period.

3.4.1 Semantic complexity

The varying aims and objectives of CB communications over time are well reflected in the semantic
complexity measures of BoE publications, particularly the FK score. Since the 1990s, the BoE (like
many other CBs) has sought to increase its transparency and placed greater weight on communica-
tions. This is reflected by the increasing length of MPR publications between 2005 and 2014 (Figure
1ai), rising from 16,350 words in Q1 2006 to 23,587 words in Q1 2014. Contemporaneously, Figure 1aii
shows that the FK score also increased consistently during this period, estimating that an individual
would require, on average, approximately 15 years of schooling to be able to understand the MPRs
published in 2013, up from 12 years in 2005. Hence, not only did the length of MPR publications
increase, but so did the semantic and structural complexity more generally.27

Around the early/mid 2010s, CBs began seeking to reduce the complexity of their communications
in order to engage with broader audiences. This was an explicit objective of the BoE following the
appointment of Mark Carney as Governor in 2013. It implemented the ‘Vision 2020 strategy’ which, in
part, aimed to increase accessibility of communications, culminating in the introduction of the Visual
Summary (VS). Indeed, these efforts are depicted clearly in Figures 1ai and 1aii, with a reversal of
the trend increase across both semantic complexity measures. The length of the MPR fell to below
16,000 words in 2019, and, by the FK score, an individual required fewer than 10 years of schooling to
understand the Q1 2020 MPR.

Most recently, following a sequence of significant macroeconomic shocks, we see sharp spikes in the
length of the MPR (in Q2 and Q3 of 2020, after the onset of Covid-19, and Q4 2021, after UK inflation
had risen above the BoE’s 2% target for the first time in nearly a decade), and a higher baseline length
of the text, likely reflecting the broader macroeconomic uncertainty. Yet, despite this, the FK score
remains relatively stable and low (hovering at around 12 since 2021), reflecting again the BoE’s efforts
to maintain lower levels of (semantic) complexity.

Finally, on the other two shorter publications, the VS has a significantly lower FK score (mean of 6.30),
reflecting its aim of being more accessible, while the MPS is even more complex, by the FK metric,
than the MPR (though this too has followed an, albeit more modest, downward trend).28

Taken together, focusing only on these measures of complexity, as much of the literature has generally
done, one might conclude that efforts by the BoE to simplify its communications have been broadly
successful. However, as we show below, the story is somewhat different across other dimensions of
complexity.

27Summary statistics are presented in Table 4 in Appendix B.2.3.
28These observations are consistent with previous analyses (Haldane & McMahon 2018)
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3.4.2 Conceptual complexity

Moving on from measures of semantic complexity, Figures 1bi and 1bii show the evolution of con-
ceptual complexity, as captured by our two novel measures: the Proportion of Jargon (PoJ) and the
Conceptual Complexity Index (CCI). There are a few things to note.

First, and perhaps most importantly, we do not observe the same trend-decline in complexity since the
early/mid 2010s across either metric as we saw for the semantic complexity measures. Since 2013, the
MPR has maintained its PoJ (i.e. proportion of words that are jargon) consistently around 5%-6%.
Its CCI (i.e. adjusting the PoJ to account for the breadth of jargon terms used and range of topics
discussed), has fluctuated a little over the years, but has not exhibited the same trend-decline observed
for the FK score. In contrast, its CCI significantly higher in recent periods (around 20%) than it had
been in 2013 (around 13%). The MPS has also fluctuated significantly across both metrics, with again
no clear trend-decline and significantly higher levels of complexity in more recent periods (over 25%)
than in 2015 (when it was closer to 20%). Finally, the VS has also fluctuated (increasing between 2017
and 2021, before falling more recently), but again this hasn’t followed the trend-decline observed with
the FK score, and remains more complex than when it was first introduced.

Second, we observe the value of exploiting the additional information that the more sophisticated CCI
is able to make use of, both in comparing (I) the relative levels of the three texts, and (II) their relative
volatility. In relation to (I), focusing first on the simple PoJ measure in Figure 1bi, we see that, al-
though the MPS typically has a higher score than each of the MPR and the VS, there have been periods
in which the VS is similarly as complex as the MPS, and is consistently as, or more, complex than the
MPR. Using only this simple metric, one might conclude that this is a rather concerning observation
for the VS, which has been introduced specifically with the aim of engaging broader audiences. How-
ever, Figure 1bii shows us that, once we adjust the simple PoJ measure to take into account the range
of topics that these reports cover, and the breadth of jargon used within these topics, encouragingly,
the VS is indeed less complex than each of the other publications. Its CCI hovers around the 10%
mark, while the adjustment for each of the MPR and MPS reports is much greater. Indeed, the CCI
for the MPS peaked at 34% in 2018, and more recently lies around 25%, while the MPR lies around 20%.

In relation to (II), we see that, across both metrics, while the MPS is highly volatile, the MPR is more
stable, perhaps partly due to its greater length. In contrast to each, the PoJ and the CCI each tell
different stories for the volatility of the VS. While the PoJ metric depicts a rather volatile picture, the
CCI presents a more stable one. This tells us that, while the proportion of words that are jargon in
the VS fluctuates significantly, the range of jargon terms used and the topics discussed does not.

Figures 2a and Figure 2b depict the observations made above on the relative (I) levels, and (II) volatil-
ity of the respective publications. Figure 2a presents the greater breadth of jargon terms and topics
discussed in the MPS relative to the VS. We see much a greater range of jargon terms used in the MPS
(identified by the coloured words), both within the same topic (e.g. ‘gdp’, ‘growth’, and ‘activity’)
as well as across topics (covering monetary policy, inflation, output, financial markets, open economy,
labour market, etc.). In contrast, the VS uses a much narrower range of terms and covers far fewer
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topics; talking mainly about ‘interest rates’ and ‘inflation’ (signified by the size of these terms).29

Meanwhile, Figure 2b depicts the volatility of MPS reports, captured by the conceptual complexity
measures; showing visible and significant differences in the quantity and range of jargon used in differ-
ent reports (2019 Q4 vs 2023 Q2).3031

A final point worth noting is that, unlike the simple PoJ metric, the CCI seems to capture periods
of heightened uncertainty, particularly in the MPR. The index captures visible peaks after the GFC
between 2009 and 2010, as well as around the Brexit referendum in 2016 Q3. This potentially reflects
the fact that, in seeking to communicate this heightened uncertainty, CBs tend to cover a broader
range of topics, and use a greater breadth of jargon terms; rather than necessarily using more jargon.

To summarise, we see that active efforts by the BoE to simplify its communications have been largely
successful if we focus (as much empirical work in this field has done) exclusively on semantic dimen-
sions of complexity: both Word Count and the Flesch-Kincaid Score have systematically fallen across
BoE publications. However, we do not see the same trend-declines across measures of conceptual com-
plexity. In fact, we see both much greater volatility in these dimensions as well as, in particular for
the MPR and MPS, complexity having increased across this dimension.

These observations motivate the following question: which dimensions of complexity matter more?
This is what we seek to answer in the next section.

Figure 1a: Traditional Semantic Complexity Measures

(i) Word Count (ii) Flesch-Kincaid Score

29Figure 2a also depicts the greater range of words (not just jargon) used in the MPS relative to the VS, by the size
of the cloud itself. The greater the cloud, the greater the number of different words used.

30We also provide the word cloud for the MPR across the entire sample period (2005-2023) in Appendix B.2.4.
31Again, the relative sizes of the word clouds presented in Figure 2b reflects the number of different words (not just

jargon) used in each report.
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Figure 1b: Novel Conceptual Complexity Measures

(i) Proportion of Jargon (PoJ) (ii) Conceptual Complexity Index (CCI)

4 Experimental Study and Empirical Strategy

4.1 Experimental Study

We run an experimental study to test which dimensions of complexity are most important for effective
communication.

Our study consists of 1,859 representative members of the UK public and was conducted in June
2021.32 We ask participants a set of baseline questions relating to demographics (such as age, region,
income, occupation, level of education, and country of birth), level of interest in economic affairs, level
of informedness about the state of the economy, and attitudes towards public institutions (including
the government, the legal system, and the central bank).

We then randomly assign participants to one of 6 treatments. Each treatment consists of reading
a report from a hypothetical central bank. The reports communicate the same underlying informa-
tion, but vary in their degree of complexity across semantic and conceptual dimensions, with texts
categorised as either ‘Low’, ‘Medium’, or ‘High’ complexity across each. On the semantic complexity
side, all texts are approximately 1,000 words long, so variation is based only on the FK score. On
the conceptual complexity side, variation is based on various combinations of the novel measures we
construct in Section 3: the (basic) PoJ and the (more sophisticated) Conceptual Complexity Index
(CCI).33 The respective FK, PoJ, and CCI scores associated with each category is specified in Table
1. The texts themselves are reproduced in Appendix D.

32The study is run through a survey company called ‘Prolific’, where participants are subscribed members who re-
ceive a certain amount of money per survey they complete.

33Note that the variation from ‘Medium’ to ‘High’ conceptual complexity comes from an increase in CCI, while
holding PoJ fixed.
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Figure 2a: Wordcloud of jargon terms

(i) MP Summary (2015-2023) (ii) Visual Summary (2017-2023)

Note: This figure presents word clouds based on the full corpus of text in the MP Summary 2015-2023 (left-hand side)
and the Visual Summary 2017-2023 (right-hand side). The size of each word reflects the number of instances that it was
referenced in each document across the respective periods. The colour represents whether a word is a ‘jargon’ term, with
red used for jargon terms in the MP Summary, and green for those in the Visual Summary). The size of the cloud itself
reflects the number of distinct words used in each document, with a larger cloud signifying a greater number of different
words. The ‘stem’ of the word is reported in these clouds, rather than the full word, such that, for instance, words like
‘committee’ and ‘committees’ are identified as the same term.

Figure 2b: Wordcloud of jargon terms

(i) MP Summary 2019 Q4 (ii) MP Summary 2023 Q2

Note: This figure presents word clouds based on the text corpus for the MP Summary 2019 Q4 (left-hand side) and
MP Summary 2023 Q2 (right-hand side). The interpretation of words’ size and colour, and the size of the cloud itself
is as described in the subfigure above.
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Table 1: Texts vary across different dimensions of complexity

(a) Variation in complexity

Semantic
Low Medium High

Conceptual
Low Text 1 Text 2

Medium Text 3 Text 4
High Text 5 Text 6

(b) Degree of complexity

Complexity Semantic Conceptual
FK PoJ CCI

Low 6 5 10
Medium 10.5 10 15

High 14.5 10 30

The variation in complexity across the texts is derived from actual BoE publications. For instance,
text 1, which has ‘Low’ complexity across both dimensions, reflects the degree of complexity of the Q1
2018 VS, text 3 (‘Low’ semantic, ‘Medium’ conceptual) reflects that of the Q4 2019 VS, and text 6
(‘High’ semantic and conceptual) that of the Q1 2018 MPS.

Having read the report, we then ask participants a set of post-treatment questions. We seek to
draw insights on the degree to which these dimensions of complexity impact (i) respondents’ perceived
understanding of the report they read, (ii) their actual understanding, and (iii) their sentiments towards
the CB.34

4.1.1 Testing the impact on understanding

Perceived understanding of the report
Before detailing the specific questions we ask, it is worth contextualising what we can and cannot test
from a survey experiment such as ours.

In the real world, where attention is a scarce resource, there are a huge number of factors that may
affect whether someone decides to pay attention to a message communicated by the central bank (not
least, the current level of inflation, and the degree of uncertainty or volatility). For the average in-
dividual, there are likely to be much more interesting things to devote attention to. In our study,
respondents are paid to complete the survey and read the reports therein. Thus, we cannot directly
simulate the conditions in which people decide how and where to optimally allocate attention. How-
ever, we can glean insights into a number of factors that are likely to impact the relative costs and
benefits of paying attention to central bank communications, and thus influence people’s attention
allocation decision (on the margin, at least).

One such factor is the degree to which people believe they have understood (or would understand) a
piece of text. Thus, we first test people’s self-reported perceived understanding of the central bank

34We follow the recommendations of Roth & Wohlfart (2018) on information provision experiment design in order
to reduce measurement error and experimenter demand effects.

21



4 EXPERIMENTAL STUDY AND EMPIRICAL STRATEGY

report. We ask:

Q30. ‘To what extent are you able to understand the content and messages of the material you just
read? ’. ‘None or nearly none of it ’, ‘A small amount of it (less than half)’, ‘About half of it ’, ‘A lot of
it (more than half)’, ‘All or nearly all of it ’.

Respondents’ perceived understanding is likely to impact both perceived costs of paying attention to
central bank reports (trying to understand the information communicated) as well as the perceived
benefits of doing so (which are small if they don’t think they would understand much).

Actual understanding of the report
The survey design we implement allows us to directly test the degree to which respondents have ac-
curately processed the information communicated in the report, and how this varies across different
dimensions and levels of complexity. We ask respondents various questions relating to descriptions by
the hypothetical central bank about the current state of the economy, such as:

Q32. ‘What is the current inflation rate in the economy described? ’
And their expectations for how the economy will evolve:

Q32.a. ‘What do you think is the probability that the inflation rate in the hypothetical economy
over the coming years will be in each of the following intervals? These should sum to 100.’ ‘Less than
1% ’, ‘between 1% and 3% ’, ‘between 3% and 5% ’, ‘between 5% and 10% ’, ‘greater than 10% ’

We also ask respondents questions relating to more tangible day-to-day variables, such as pay:

Q33. ‘What do you expect to happen to pay: Rise, fall, or stay the same? ’.

The relative degree to which respondents are able to accurately process this information and accu-
rately update priors across different treatments, has important implications not only for the effective
communication of central bank messages but also the broader information processing literature.

4.1.2 Testing the impact on sentiments towards the CB

We can also directly ask respondents questions about their sentiments towards the CB in light of the
report they have just read. Specifically, after having asked questions about their understanding, we
tell respondents that the text they read was based on a report published by the BoE, and ask about
their resulting sentiments towards it. With a choice of options between ‘Disagree Strongly ’, ‘Disagree’,
‘Neither Agree nor Disagree’, ‘Agree’, and ‘Agree Strongly ’, we ask questions such as:

Q41. To what extent do you agree with each of the following statements:

i Having read the document, I now have a better understanding of the role of the Bank of England.

ii Having read the document, I now have more trust in the Bank of England as an institution.
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iii Having read the document, I am now more likely to pay attention to future documents published by
the Bank of England.

As with respondents’ perceived understanding of the information they read, their sentiments towards
the institution are also likely to impact their desire to pay attention to and engage with CB commu-
nications. Indeed, we ask this directly in (iii), and indirectly through (i) and (ii), on the basis that
people are unlikely to use up scarce attention on CB messages if they don’t know it’s function or
fundamentally have no trust in it.

4.2 Empirical Strategy

We draw inferences on the effect of increasing complexity across conceptual and semantic dimensions
on (i) perceived understanding, (ii) actual understanding, and (iii) sentiments towards the CB, by
comparing post-treatment responses across each of these variables of interest, Yi, across treatments.
Our baseline regression specification is given by:

Yi = β0 + β1Conceptual Mediumi + β2Conceptual Highi
+ γ1Semantic Mediumi + γ2Semantic Highi
+ δXi + ϵi

(10)

Conceptual Mediumi, Conceptual Highi, Semantic Mediumi, and Semantic Highi are dummy variables
that take the value of 1 if respondent i is treated with a text of that respective level of complexity,
and 0 otherwise. Xi represents a set of conditioning demographic factors (such as country of birth,
education, age, and income) as well as levels of pre-treatment interest and informedness specific to
individual i. ϵi is the error term.

Each of the β and γ coefficients can be interpreted as the estimated casual marginal effect on Yi of
reading a text of that specific degree of complexity across that specific dimension, rather than the
baseline text that is ‘low’ complexity across both dimensions (text 1), conditioning on the level of
complexity across the other dimension and on demographic factors and pre-treatment informedness.
For example, β1 is interpreted as the estimated causal marginal effect on Yi of reading a CB report of
‘medium’ conceptual complexity (i.e. texts 3 or 4) rather than text 1, accounting for the effect of any
increase in semantic complexity (and demographic factors). That is, we are able to identify the causal
marginal effect of increasing complexity across one dimension, disentangling any effect arising from a
change in the other dimension.

In theory, by nature of our experiment where participants are randomly allocated to a treatment, with
a sufficiently large sample size, we would not need to condition on individuals’ demographic char-
acteristics in order to identify causal effects. Observations should be identically and independently
distributed (IID) and unconditional differences in average responses between texts would be inter-
preted as the local average treatment (i.e. causal) effect of reading a certain text rather than another.
However, with 1,859 participants split across the 6 treatments, there is a question about whether
the IID assumption would necessarily hold. We reduce our reliance on this assumption by explicitly
conditioning on the abovementioned demographic factors, which would contaminate our findings if
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the demographic constitution of respondents randomly assigned to texts were, by chance, imbalanced.
In our baseline regressions, we use a restricted set of controls in order to maximise the number of
observations at hand, focusing on respondents’ country of birth, whether they studied economics at
university, and their pre-treatment level of informedness.35 These results hold when applying a more
extensive set of controls, reported in Appendix C, where our number of observations falls to 1,454. By
conditioning on these respective characteristics, we are confident that we are able to identify causal
effects of differences in conceptual and semantic complexity.

5 Results

We present five main findings. First, complexity, broadly defined, reduces perceived understanding,
actual understanding, and sentiments towards the central bank. Second, distinguishing between differ-
ent dimensions of complexity, we find that it is conceptual, not semantic, complexity that drives these
effects. Third, the impact on understanding and sentiments is explained entirely by the CCI, and
not a simple Proportion of Jargon (PoJ) metric, giving credence to the more sophisticated measure
we construct. Fourth, each of these results hold even once we focus on a sub-sample of respondents
who studied economics at university, with important implications for communicating effectively not
just with the general public, but also other actors in the economy. Fifth, we find some evidence of a
potential ‘goldilocks’ level of conceptual complexity whereby processing certain information becomes
more accurate as we increase complexity from ‘Low’ to ‘Medium’ but then less accurate again raising
this further to ‘High’.

5.1 Broadly defined complexity

To begin with, we simply test whether complexity, broadly defined, affects our dependent variables of
interest. We find that it does.

We split texts into ‘Low’, ‘Medium’, and ‘High’ complexity across both dimensions. The ‘Low’ category
comprises just text 1, which has low semantic and conceptual complexity. The ‘Medium’ group com-
prises texts 2, 3, and 4, which each have at least one dimension at medium complexity, but none that are
high. The ‘High’ group comprises texts 5 and 6, where at least one of the dimensions is highly complex.

Figure 3 shows the average, unconditional, degree of (i) perceived understanding, (ii) actual under-
standing (as captured by responses to a question about inflation), and (iii) sentiments (as captured
by trust in the BoE), across respondents exposed to texts of ‘Low’, ‘Medium’, and ‘High’ complexity.
Observationally, on average, perceived understanding, actual understanding, and sentiments each fall
as complexity increases, and particularly so from ‘Medium’ to ‘High’. Indeed, these observations hold
once we condition on demographic factors in a simplified version of the regression described by equation
10 in Section 4.2, reported in Table 5 in Appendix C. We also find similar results across other factors
also capturing actual understanding and sentiments towards the central bank.36 Taken together, we
draw our first main finding:

35Pre-treatment informedness is measured by whether respondents knew that the BoE’s inflation target was some-
where between 1% and 3%.

36Results for each of these regressions are also reported in Table 5 in Appendix C.
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Result 1: Complexity, broadly defined, reduces perceived and actual understanding, and
sentiments towards the central bank.

Figure 3: Perceived understanding by degree of complexity

Note: This figure presents responses to Q30, Q32, and Q41.i, respectively. The left-hand (Q30) and right-hand (Q41.i)
figures are scaled by the left-side y-axis, while the central figure (Q32) is scaled by the right-side y-axis.

5.2 Semantic vs Conceptual Complexity

5.2.1 Conceptual complexity matters more

We now go one step further, in seeking to disentangle the effects arising from conceptual and semantic
dimensions of complexity, on each of our dependent variables of interest.

Perceived understanding of the report
Figure 4 shows the average, unconditional, degree of perceived understanding across all treatments.
The colours represent the degree of semantic complexity: green is ‘Low’, blue is ‘Medium’, red is ‘High’.
The patterns represent the degree of conceptual complexity: no pattern is ‘Low’, striped is ‘Medium’,
and cross-hatch is ‘High’.

We see a modest decline in perceived understanding as we increase conceptual complexity from ‘Low’
to ‘Medium’, holding semantic complexity fixed at ‘Low’. Similarly, there seems to be little change
as we increase semantic complexity from ‘Low’ to ‘Medium’, holding conceptual complexity fixed at
‘Low’. The real action happens at text 5. That is, as conceptual complexity increases from ‘Medium’
to ‘High’, holding semantic complexity fixed at ‘Medium’, we see a significant reduction in the degree
of perceived understanding. Yet, we don’t see a further fall at text 6. That is, once semantic complex-
ity increases from ‘Medium’ to ‘High’, while holding conceptual complexity fixed, there is no further
material reduction in perceived understanding.

Column (1) of Table 2 confirms that this unconditional observation holds once we condition on indi-
vidual level demographic characteristics and pre-treatment levels of informedness.37 We see that the

37As mentioned in Section 4.2, we report results in Table 2 based on a restricted set of demographic controls. Table
6 shows that results are unchanged when we instead control for a more extensive set of controls. Here we also report
additional results in relation to responses about GDP, how interest rates were likely to respond to a downturn, and
relative saving/borrowing preferences at different interest rates. The coefficients on the High Conceptual complexity
are negative also in these regressions (indicating lower understanding), but not statistically significant.
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only statistically significant marginal effect on perceived understanding arises from being assigned to a
report that is of ‘High’ conceptual complexity. That is, conditioning on demographic factors and pre-
treatment levels of informedness, as well as changes in the degree of semantic complexity, an increase in
conceptual complexity from low to high materially reduces the degree of perceived informedness at the
1% level of statistical significance. In contrast, increasing semantic complexity from low to high, while
conditioning on the level of conceptual complexity, has no significant effect on perceived understanding.

Furthermore, we see from the magnitude of the coefficient on ‘High’ conceptual complexity term (-
0.834), that the reduction in perceived understanding from being randomly assigned to a highly con-
ceptually complex report outweighs the positive effect being born in the UK (0.069), having studied
economics at university (0.482) (which we return to below), and having had a high pre-treatment level
of informedness (0.593).

Figure 4: Perceived understanding by text

Note: This figure presents responses to Q30: ‘To what extent are you able to understand the content and messages of
the material you just read? ’, with options ranging from (1) None or nearly none of it ’ to ‘(5) All or nearly all of it ’.

Actual understanding of the report
We see similar results in relation to respondents’ actual understanding of the information provided in
the central bank report. Figure 5 shows the average unconditional proportion of respondents who cor-
rectly answered questions related to the current level of inflation, current interest rates, and expected
evolution of pay, across the six texts. Again, we observe no significant differences between texts 1-4,
and a material reduction from text 4 to 5, as conceptual complexity is increased from ‘Medium’ to
‘High’. Furthermore, we again see little evidence of a reduction in understanding as a result of increas-
ing semantic complexity. Columns (2)-(4) in Table 2 corroborates these observations, conditioning on
the same demographic factors and level of pre-treatment informedness as described above.

Sentiments towards the central bank
Finally, we see the same story also in relation to questions capturing respondents’ sentiments towards
the central bank. Figure 6 shows the average unconditional responses to questions asking about the
degree to which, having read the report, respondents’ had a better understanding of the role of BoE,
were more likely to pay attention to future documents published by the BoE, and had more trust in
the BoE as an institution. Again, across the board, we see the most material fall from text 4 to 5,
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Table 2: Baseline Regression Results

Perceived Actual Understanding Sentiments towards CB

Understanding Inf(t) Int.Rate(t) Exp Pay Trust Attention BoE Role

(1) (2) (3) (4) (5) (6) (7)

Conceptual
Medium −0.075 −0.017 0.021 0.001 −0.023 −0.029 −0.075

(0.054) (0.027) (0.027) (0.027) (0.051) (0.062) (0.059)

High −0.834∗∗∗ −0.099∗∗ −0.207∗∗∗ −0.164∗∗∗ −0.188∗∗ −0.335∗∗∗ −0.558∗∗∗

(0.081) (0.041) (0.041) (0.040) (0.078) (0.094) (0.089)

Semantic
Medium 0.016 −0.029 −0.008 −0.037 0.029 −0.004 0.083

(0.054) (0.027) (0.028) (0.027) (0.052) (0.063) (0.060)

High 0.011 0.013 −0.010 −0.088∗ −0.057 −0.099 0.067
(0.103) (0.052) (0.052) (0.051) (0.098) (0.119) (0.113)

Controls
UK Country of Birth 0.069 −0.005 0.012 −0.023 −0.051 −0.213∗∗∗ −0.033

(0.056) (0.028) (0.029) (0.028) (0.054) (0.065) (0.062)

Econ at Uni 0.482∗∗∗ −0.030 0.021 −0.048∗∗ 0.132∗∗∗ 0.209∗∗∗ 0.265∗∗∗

(0.049) (0.025) (0.025) (0.024) (0.047) (0.057) (0.054)

Pre-anchored Exps 0.593∗∗∗ 0.226∗∗∗ 0.200∗∗∗ 0.094∗∗∗ 0.211∗∗∗ 0.156∗∗∗ 0.361∗∗∗

(0.044) (0.022) (0.023) (0.022) (0.042) (0.051) (0.049)

Constant 2.609∗∗∗ 0.339∗∗∗ 0.458∗∗∗ 0.682∗∗∗ 1.758∗∗∗ 2.299∗∗∗ 1.868∗∗∗

(0.063) (0.032) (0.032) (0.031) (0.060) (0.072) (0.068)

Sample Full Full Full Full Full Full Full
Demographic Controls Restricted Restricted Restricted Restricted Restricted Restricted Restricted
Observations 1,859 1,859 1,859 1,859 1,856 1,857 1,859
R2 0.237 0.060 0.079 0.050 0.032 0.046 0.087

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 5: Actual understanding by text

Note: This figure presents responses to Q32: What is the current inflation rate in the hypothetical economy?, Q35:
What is the current interest rate in the hypothetical economy?, and Q33: What do you expect to happen to pay?

at ‘High’ conceptual complexity. Columns (5)-(7) in Table 2 corroborate these unconditional findings.38

Figure 6: Sentiments towards the BoE

Note: This figure presents responses to Q41: To what extent do you agree with each of the following statements: (i)
Having read the document, I now have a better understanding of the role of the Bank of England ; (ii) Having read the
document, I am now more likely to pay attention to future documents published by the Bank of England ; and (iii) Hav-
ing read the document, I now have more trust in the Bank of England as an institution., with options ranging from
‘(1) Disagree Strongly ’ to ‘(5) Agree Strongly ’.

Direct feedback on what would make the report simpler
Finally, to corroborate our findings, we directly ask respondents what they think would have made the

38We report results based on a more extensive set of controls in Table 7, showing in columns (1)-(3) that the results
remain unchanged. We also report additional results, in columns (4)-(5) in relation to the degree to which respondents
wish to receive more updates from the BoE, and wished to participate in future CB comms surveys. While the coeffi-
cients on the High Conceptual complexity dummy remains negative, it is not statistically significant in these specifica-
tions.
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text they read easier to understand. We ask them to select any of the following: shorter words, shorter
sentences, fewer technical words, and fewer technical concepts. If the Flesch-Kincaid score captures
the dimensions of complexity (i.e. semantic complexity) that matter most for understanding, then
we would expect most respondents to respond with either shorter words or sentences. However, as
shown in Figure 7, this is not what we see. We see more than 50% of respondents identified technical
concepts and technical words as the greatest barriers to understanding. While 40% of respondents also
identified shorter sentences, fewer than 10% pointed to shorter words.

Figure 7: What would make the text simpler to read?

Note: This figure presents responses to Q42: Which of the following do you think would have made the text easier to
understand? (Please select any that apply) Shorter sentences’, ‘Shorter words , ‘Less reference to technical concepts’,
‘Fewer technical words’

All taken together, we come to our second main finding:

Result 2: Conceptual complexity matters more than semantic complexity in reducing
people’s perceived and actual understanding of information provided, as well as their
sentiments towards the central bank.

5.2.2 The CCI exclusively explains the observed effects

The results reported in Section 5.2.1 for perceived understanding, actual understanding, and senti-
ments show that conceptual complexity matters more than semantic complexity. They also each had
one further thing in common: the significant effect arises at ‘High’ levels of conceptual complexity. The
difference between the ‘Medium’ and ‘High’ conceptual complexity texts is exclusively captured by the
CCI, and not the simple Proportion of Jargon (PoJ) measure. That is, the sheer quantity of jargon
used as a proportion of the total word count in the ‘Medium’ conceptual complexity texts (3 and 4)
and in the ‘High’ conceptual complexity texts (5 and 6) is the same (see Table 1b). The difference
between the texts lies in the range of topics covered in the respective reports, and the breadth of jargon
used within these topics.

Thus, the results not only demonstrate the importance of conceptual dimensions of complexity, they
also give credence to the comprehensive CCI as a way of capturing the key features of conceptual
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complexity that matter.

Result 3: The impact on understanding and sentiments is entirely explained by the
Conceptual Complexity Index (CCI), and not a simple Proportion of Jargon (PoJ) metric.

5.2.3 The results hold for people who studied economics at university

We mentioned in Section 5.2.1 that the magnitude of the negative marginal effect of being assigned to
a ‘High’ conceptual complexity report, reported in Table 2, outweighed the positive effects of various
demographic factors we condition on, including whether the respondent had studied economics at uni-
versity. We dig into this observation by repeating the analysis presented above, but focusing only on
the subset of respondents who studied economics at university. Our results are reported in Table 3.

We see that, nearly across the board, the negative marginal effect of having been assigned to a ‘High’
conceptual complexity report remains significant even across this sub-sample of respondents who are
not only highly educated but also specifically trained in economics. Of course, the size of this sample
is, naturally, much smaller so these results are potentially less statistically robust than the baseline
results reported in 5.2.1. However, the fact that we nevertheless observe statistically significant results
is striking.

The results suggest that conceptually complex language may not only impact the broad general public,
but could also possibly be an important factor when communicating with technically trained audiences,
such as journalists and professional forecasters. This is our fourth main finding:

Result 4: High conceptual complexity reduces perceived and actual understanding, as
well as sentiments towards the central bank even amongst respondents who have studied
economics at university.

5.2.4 Possible goldilocks zone?

Finally, we report a set of additional and particularly interesting observations we find in relation to
expectations for the future state of the hypothetical economy described in the report. Figure 8 shows
the proportion of respondents who developed anchored expectations for inflation in the hypothetical
economy (defined as expecting inflation to be between 1% and 3% over the coming years). We see an
interesting dynamic: the proportion of respondents who form well-anchored inflation expectations in-
creases as conceptual complexity increases from ‘Low’ to ‘Medium’. This then falls again as conceptual
complexity increases from ‘Medium’ to ‘High’. This observation points to the possible existence of a
‘goldilocks’ level of conceptual complexity below which content is oversimplified to such a degree that
respondents are unable to link terms to macroeconomic dynamics, and above which the content is too
complex to understand. We obtain a similar result in relation to expectations for future interest rates
in the hypothetical economy, with both results holding once we condition on the usual demographic
factors mentioned above, reported in columns (9) and (10) of Table 6 in Appendix C.39

39Table 6 in Appendix C also reports the results for expectations for future GDP (in column (8)), but the coeffi-
cients of interest in this specification are not statistically significant.
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Table 3: Sub-Sample: Economics at University

Perceived Actual Understanding Sentiments towards CB

Understanding Inf(t) Int.Rate(t) Exp Pay Trust Attention BoE Role

(1) (2) (3) (4) (5) (6) (7)

High Conceptual −0.791∗∗∗ −0.056 −0.206∗∗ −0.215∗∗ −0.281∗ −0.378∗∗ −0.418∗∗

(0.173) (0.084) (0.084) (0.084) (0.143) (0.172) (0.164)

High Semantic 0.069 −0.043 −0.065 −0.025 0.127 −0.014 0.151
(0.230) (0.112) (0.112) (0.112) (0.191) (0.229) (0.218)

UK Country of Birth 0.079 −0.014 −0.001 −0.016 −0.027 −0.115 −0.021
(0.116) (0.056) (0.056) (0.056) (0.096) (0.115) (0.110)

Pre-anchored Exps 0.713∗∗∗ 0.248∗∗∗ 0.223∗∗∗ 0.157∗∗∗ 0.202∗∗ −0.144 0.120
(0.121) (0.059) (0.059) (0.059) (0.101) (0.121) (0.115)

Constant 3.041∗∗∗ 0.269∗∗∗ 0.481∗∗∗ 0.567∗∗∗ 1.952∗∗∗ 2.720∗∗∗ 2.351∗∗∗

(0.118) (0.058) (0.058) (0.057) (0.098) (0.118) (0.112)

Sample Econ Econ Econ Econ Econ Econ Econ
Demographic Controls Restricted Restricted Restricted Restricted Restricted Restricted Restricted
Observations 300 300 300 300 300 300 300
R2 0.178 0.058 0.081 0.058 0.027 0.039 0.029

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

This brings us to our fifth and final main finding:

Result 5: We find evidence of a potential ‘goldilocks’ levels of conceptual complexity for
the formation of accurate expectations.

Figure 8: Proportion who formed anchored expectations about the future state of the hypothetical
economy

Q32.a. What do you think is the probability that the inflation rate in the hypothetical economy over
the coming years will be in each of the following intervals? The percentage chance (%) must be a
number between 0 and 100 and the sum of your answers must add to 100.

‘Less than 1% ’, ‘Between 1% and 3% ’, ‘Between 3% and 5% ’, ‘Between 5% and 10% ’, ‘Greater than
10% ’
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6 Conclusions

Understanding the impediments to information transmission is crucial for policy institutions, who often
have to communicate inherently complex messages to a range of different audiences. An established
literature on information theory identifies as the principal cost of comprehension the degree of new
information provided by specific words. While a nascent empirical literature has sought to capture the
difficulty of comprehending information through quantitative measures of linguistic complexity, mea-
sures used to date are restrictive and focus on narrow dimensions of specifically ‘semantic’ complexity
(e.g. average word and sentence length) that do not capture the fundamental information processing
costs identified by information theory. We show in this paper that dimensions of ‘conceptual’ complex-
ity, which seek to operationalise the ‘true’ costs identified in the literature by capturing the complexity
of the content of text itself, indeed matter more. Policy institutions could more effectively achieve their
aims of ‘getting through’ to their broad audiences by designing communications based on conceptual,
rather than semantic complexity.

We draw these conclusions by making two primary contributions. First, we distinguish between ‘se-
mantic’ and ‘conceptual’ dimensions of complexity and test their relative importance in an information
provision experiment with 1,859 members of the public. We randomly assign respondents to hypo-
thetical central bank reports that vary in complexity across semantic and conceptual dimensions, and
show that conceptual complexity matters more than semantic. It reduces: (i) respondents’ perceived
understanding of the report they read, (ii) their actual understanding of the information conveyed,
consistent with the predictions of a simple rational inattention model we develop, and (iii) their sen-
timents towards the central bank (such as trust). In contrast, semantic complexity has little to no
effect. Moreover, each of these results hold focusing on a sub-sample of highly educated respondents
who studied economics at university, with potentially important implications for the effectiveness of
communications with a range of actors in the economy, not just the general public.

Our second contribution is the construction of a novel quantitative measure of conceptual complexity,
which complements existing measures of semantic complexity. This measure, which we term the Con-
ceptual Complexity Index (CCI), entirely explains the impact of conceptual complexity on information
processing obtained in the experimental study. Though our design and choice of jargon words is spe-
cific to the central banking environment we study, the idea could be adapted to any communication
environment. We hope that it can broaden future empirical analyses of the two different types of
linguistic complexity, and in particular, proves useful in other fields too. As an example of its potential
value, we apply the CCI, along with traditional measures of semantic complexity to quarterly Bank
of England (BoE) publications. We show that efforts to simplify language have been successful if
one focuses only on semantic dimensions of complexity (e.g. the Flesch-Kincaid score). However, the
conceptual complexity of its reports, as captured by the CCI, has not followed the same trend-decline.
Instead, conceptual complexity, which we experimentally find to matter more, has increased over the
same period for certain publications and demonstrated far greater volatility.

Our work has important and clear implications for policy institutions such as central banks. If they
wish to ‘get through’ to their broad audiences, they should pay close consideration to the complexity
of the language they use. In particular, they should focus on broader dimensions of complexity than
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those captured by the restrictive measures used by both the research literature and policy institutions
to date. Our results suggest that conceptual complexity is particularly important, not just in relation
to inflation expectations, but people’s understanding of information more generally, as well as their
sentiments towards the central bank. Our results also suggest that conceptual complexity matters not
only for effective communications with the general public, but potentially also for all economic agents.
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A THEORETICAL MODEL: DERIVATIONS AND EXTENSIONS

Appendix A Theoretical Model: Derivations and Extensions

A.1 Derivations for the Simple Model

A.1.1 Relating λh to ξh

Information Processed, λh
The entropy H() of a normally distributed random variable with variance σ2 is: 1

2 log(2πeσ
2). Thus,

the quantity of information chosen by household h can be expressed as:

λh = H(x)− E[H(x|sh)]

=
1

2
log(2πeσ2x)−

1

2
log(2πeσ2x|sh)

=
1

2
log

(
σ2x
σ2x|sh

)
(11)

where σ2x|sh is the posterior uncertainty that household h has about the true message, x, given the
signal, sh.40 The reduction in uncertainty about x given the signal, sh, is characterised by the ratio
σ2
x

σ2
x|s

. The smaller is σ2x|s relative to σ2x, the greater is the reduction in uncertainty given the acquisition

of the signal and, thus, the greater is the quantity of information processed. The entropy function
H() can be thought of as describing ‘disorder’ associated with x. Hence, the more we seek to reduce
the uncertainty about x given the signal, sh, (that is, the smaller is σ2x|s), the more we reduce the
expected ‘disorder’ around x given sh (that is, the smaller is E[H(x|sh)]), the greater the quantity of
information processed, λh, by household h.

Weight attached to the signal received, ξh
Just as the quantity of information processed, λh, by household h is a characteristic of the degree to
which it pays attention to the signal received from the CB, similarly, the weight, ξh, that household
h attaches to the signal, sh, is also a feature of the degree to which it pays attention to the signal
received from the CB. Hence, household h’s optimal choice of attention determines both its optimal
choice of how much information to process, λh, and its optimal choice of weight, ξh, to attach to the
signal, sh.

Given this, it is convenient to likewise define the weight, ξh, in terms of the reduction in uncertainty
about the true state of the economy as a result of acquiring the signal, sh:

ξh ≡

(
1−

σ2x|s

σ2x
)

)
(12)

where ξh ∈ [0, 1]. The posterior distribution x|s is derived as follows.

We have a prior distribution: x ∼ N (0, σ2x). The signal, s = x+ ϵ where ϵ ∼ N (0, σ2ϵ ) contains noisy
information about x. Using s, we can form a posterior distribution of x|s given by:

x|s ∼ N (E[x|s], σ2x|s)

We can derive E[x|s] and σx|s using Bayes’ Rule. Firstly, given that each of x and ϵ are normally
distributed, we know that a linear addition of the two is also normally distributed such that:

s ∼ N (0, σ2s)

40Henceforth, σ2
x|sh ≡ σ2

x|s for simplicity of notation.
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In addition, we know that:
s|x ∼ N (E[s|x], σ2s|x) (13)

where

E[s|x] = E[x+ ϵ|x]
= x+ E[ϵ|x]
= x+ E[ϵ]

= x

given that E[ϵ|x] = E[ϵ] = 0 follows from the independence of ϵ from x. The variance is given by:

σ2s|x = V ar[s|x]

= E[s2|x]− E[s|x]2

= E[(x+ ϵ)2|x]− E[(x+ ϵ)|x]2

= E[x2 + 2xϵ+ ϵ2|x]− x2 − 2xE[ϵ|x]− E[ϵ|x]2

= E[ϵ2|x]− E[ϵ|x]2

= V ar(ϵ)

= σ2ϵ

again this holds by independence of ϵ from x. The distribution of s|x can be re-written as:

s|x ∼ N (x, σ2ϵ ) (14)

With this, we can write the normal distributions of x and s|x as:

f(x) =
1√
2πσ2x

exp

{
−(x− E[x])2

2σ2x

}
=

1√
2πσ2x

exp

{
− x2

2σ2x

}
(15)

f(s|x) = 1√
2πσ2s|x

exp

{
−(s− x)2

2σ2s|x

}
=

1√
2πσ2ϵ

exp

{
−(s− x)2

2σ2ϵ

}
(16)

A2



A THEORETICAL MODEL: DERIVATIONS AND EXTENSIONS

By Bayes’ Rule:

f(x|s) = f(x)f(s|x)
f(s)

∝ f(x)f(s|x)

=
1√
2πσ2x

1√
2πσ2ϵ

exp

{
− x2

2σ2x
− (s− x)2

2σ2ϵ

}
= constant ∗ exp

{
−x2σ2ϵ − s2σ2x + 2sxσ2x − x2σ2x

2σ2xσ
2
ϵ

}
∝ exp

{
−x2(σ2x + σ2ϵ ) + 2sxσ2x − s2σ2x

2σ2xσ
2
ϵ

}

= exp

−x2 + 2x sσ2
x

σ2
x+σ

2
ϵ
− s2σ2

x
σ2
x+σ

2
ϵ

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ


∝ exp

−x2 + 2x sσ2
x

σ2
x+σ

2
ϵ
− s2σ2

x
σ2
x+σ

2
ϵ

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ

 exp

−( sσ2
x

σ2
x+σ

2
ϵ
)2

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ


= exp

−x2 + 2x sσ2
x

σ2
x+σ

2
ϵ
− ( sσ2

x
σ2
x+σ

2
ϵ
)2

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ

 exp

− s2σ2
x

σ2
x+σ

2
ϵ

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ


∝ exp

−(x− sσ2
x

σ2
x+σ

2
ϵ
)2

2 σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ


= exp

{
−(x− E[x|s])2

2σ2x|s

}

where

E[x|s] = sσ2x
σ2x + σ2ϵ

(17)

σ2x|s =
σ2xσ

2
ϵ

σ2x + σ2ϵ
(18)

A density must integrate to unity such that:

f [x|s] = 1√
2πσ2x|s

exp

{
−(x− E[x|s])2

2σ2x|s

}
(19)

and the posterior distribution is given by:

x|s ∼ N (E[x|s], σ2x|s) (20)

where we can sub in from equations (17) and (18) above.

Ultimately, we obtain that: σ2x|s = σ2
xσ

2
ϵ

σ2
x+σ

2
ϵ

and ξh = σ2
x

σ2
x+σ

2
ϵ
. In the case of perfect information where

household h faces no constraints on attention, then σϵ = 0 and, thus, ξh = 1.

Combining together
Rearranging and substituting equation (12) into equation (11), we can re-write the quantity of infor-
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mation chosen by household h in terms of the weight, ξh, they attach to the signal:

λh =
1

2
log

(
1

1− ξh

)
(21)

A.1.2 Household Maximisation Problem

Households seek to maximise their expected utility subject to their constraint on attention. Their
problem is described by:

max {E[uh(x, x̃h)]− ch} (22)

Household h’s expected utility function is defined as:

E[uh(x, x̃h)] = Ex[Es[uh(x, x̃h)]] (23)

= Ex[Es[−b(x− x̃h)
2]] (24)

= Ex[Es[−b(x− E[x|sh])2]] (25)

where equations (24) and (25) follow by substitution from (1) and (4). Notice that E[x−E[x|sh]]2 ≡
σ2x|s by definition. Hence, we are able to define the expected utility function in terms of the posterior
uncertainty about x, given the acquisition of the signal, sh:

E[uh(x, x̃h)] = −bσ2x|s

Finally from (12), we can write the expected utility function in terms of the weight, ξh, that household
h attaches to the signal:

E[uh(x, x̃h)] = −b(1− ξh)σ
2
x (26)

Now both the expected utility function and the cost function are defined in terms of the weight, ξh.
Hence, we can specify the household maximisation problem wholly in terms of the exogenous param-
eters and the choice variable, ξh, representing the weight that a representative rationally inattentive
household h attaches to the signal received from the CB about the state of the economy. Substituting
in from equations (2), (11) and (26), we can rewrite the household’s problem described in equation
(22) as:

max
ξh∈[0,1]

{
−b(1− ξh)σ

2
x −

(1 + µ)

2
log(

1

1− ξh
)

}
(27)

The first order condition is:
∂max

∂ξh
= bσ2x −

(1 + µ)

2

1

1− ξh

which yields optimal weight:

ξ∗h = max

(
0, 1− (1 + µ)

2bσ2x

)
(28)

We can see that the optimal signal weight, reflecting the optimal level of attention, increases with the
benefit of paying attention, b, and the degree of uncertainty surrounding the state of the economy, σ2x.
In contrast, attention decreases with the linguistic complexity of the CB’s message, µ.
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A.1.3 Bayesian updating of beliefs

Having determined the optimal weight to attach to the signal, we substitute equation (8) into (4) to
obtain the corresponding posterior belief is given by:

x̃h = E[x|sh]
= ξ∗h(x+ ϵh)

=

(
1− (1 + µ)

2bσ2x

)
x+ ηh

where ηh ≡ ξ∗hϵh ∼ N (0, σ2η) can be interpreted as resulting noise in actions.41 Ultimately, the deviation
of the posterior belief from the true message communicated by the CB is given by:42

x− x̃h =
(1 + µ)x

2bσ2x
− ηh (29)

A.2 Extension: Role of Journalists

In the real world, most people get their information about the state of the economy via the media,
rather than directly from the CB (Lamla & Lein 2010, Lamla & Maag 2012, van der Cruijsen et al.
2010, 2015). In this section, we draw on the empirical finding presented in Section 5.2.3 (coined ‘Result
4’) that complexity also impacts highly educated individuals with university degrees in economics, to
describe how complexity may still play a pervasive role in reducing the accuracy of expectations formed
by economic actors, in a setting in which the media first receives, simplifies, and transmits the CB’s
message. Specifically, we extend the simple model presented in Section 2 to incorporate a role for the
media.

A.2.1 Setup and Assumptions

We assume that journalists, j, are also rationally inattentive and receive the CB signal before trans-
mitting it on to final agents, f . The action choice of the rationally inattentive journalist is assumed
to be to pay that level of attention to the CB signal which maximises a constrained expected utility
function, where utility depends on the difference between the true state of the economy and its pos-
terior belief. The implicit assumption is that a longer-run objective of maximising public engagement
(for example, subscriptions) translates via reputation effects associated with the onward reporting of
the CB message with a reasonable degree of accuracy. Another assumption imposed is that the media
best achieves this objective of maximising public engagement by minimising the cost that final agents
face to paying attention to the message that they transmit. This is modelled as an assumption that
the message transmitted to final agents by the media is no longer linguistically complex: µ = 0.

Media journalists receive a noisy signal from the CB about the true state of the economy. The me-
dia optimally choose how much attention to pay to this signal and form a posterior belief about the
state of the economy. Before transmitting a signal of their posterior beliefs to final agents, media
journalists simplify the language of the original message; so as to achieve their objective of maximising
engagement. They then transmit this simplified signal to final agents, who optimally choose how much
attention to pay to this. The setup can be summarised by the following propositions.

Proposition 1: Media journalists face exactly the same problem as do final agents in Scenario 1.
That is, they receive a noisy signal about the state of the economy from a message communicated by

41The variance of the noise in actions, σ2
η = (ξ∗h)

2σ2
ϵ will be small as high attentiveness implies relatively high ξ∗h,

but relatively low σ2
ϵ and vice versa. At each extreme, σ2

η = 0 as σ2
ϵ = 0 in the full attention case, whilst ξ∗h = 0 in the

no attention case.
42Note that this deviation is zero in expectation: E[x− x̃h] = E[x]−E[E[x|sh]] = E[x]−E[x] = 0 by Law of Iterated

Expectations.
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the CB, and optimally allocate attention to this subject to utility and cost functions, um(x, x̃m) and
cm, that are analogous to those described by equations (1) and (2) respectively.

Proposition 2: Media journalists transmit a signal of their posterior beliefs about the state of the
economy to final agents given by:

sf = x̃m + ϵf (30)

such that, unlike in Scenario 1, final agents no longer receive a signal of the true message, x. Instead,
they receive a signal of media journalist m’s posterior belief, x̃m. Given that x̃m is itself a function of
x which is normally distributed, it also holds that x̃m ∼ N (0, σ2x̃m).

Proposition 3: Final agents’ utility is exactly the same as that described in Section 2 for the Direct
Signal case:

uf (x, x̃f ) = −bf (x− x̃f )
2 (31)

However, now, final agents do not receive a direct signal of the true state of the economy, x. Instead,
the best that final agents can do is to use x̃m as a proxy for x. Hence, their utility function can be
written as:

uf (x̃m, x̃f ) = −bf (x̃m − x̃f )
2 (32)

such that a final agent, f , seeks to maximise expected utility by minimising the deviation of its own
posterior belief, x̃f , from that of the media journalist, x̃m. Note that uf (x̃m, x̃f ) is a good approxima-
tion of uf (x, x̃f ) if and only if x ≈ x̃m. Nevertheless, the information that final agents acquire about
x̃m via the signal, sf , is the only information that they receive that contains any information about
x. Hence, seeking to minimise the distance between their posterior belief, x̃f , and that of the media
journalist, x̃m, is the best that final agents can do in seeking to minimise the distance from the true
state of the economy, x.

Proposition 4: The cost to a final agent, f , of paying attention to the linguistically simplified (µ = 0)
signal it receives from the media is given by:

cf = λf (33)

where the cost is no longer a function of final agent f ’s ability, af .

Proposition 5: Final agents optimally allocate attention to sf to maximise the expectation of utility,
described by equation (32) subject to the costs, described by equation (33).

A.2.2 Results

By Proposition 1, the weight attached by the media to the signal it receives from the CB is analogous
to that described by equation (8), such that the deviation of their posterior belief from the true state
of the economy is:

x− x̃m =
x

2bmσ2x
[1 + (1− am)µσ

2
x]− ηm (34)

Final agents solve their maximisation problem of paying optimal attention to the signal received from
the media, yielding a deviation of final agent f ’s posterior belief from media journalist m’s posterior
belief given by:

x̃m − x̃f =
x̃m

2bfσx̃2m
+ ηm − ηf (35)

Ultimately, the deviation of final agent f ’s posterior belief from the true message, x, communicated
by the CB is arrived at by summing equations (34) and (35):

x− x̃f =
x

2bmσ2x
ψ +

x

2bfσ
2
x̃m

(
1−

2bmσ2x
ψ

)
− ηf (36)
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where ψ = [1 + (1− am)µσ
2
x].

A.2.3 Discussion

Each of the implications drawn from the simple model presented in Section 2 hold here. Crucially, the
model describes how linguistic complexity continues to play a pervasive role in reducing the degree to
which final agents form posterior beliefs that lie close to the true state of the economy as communicated
by the CB’s message, even in a setting in which the media acts as an intermediary.

For simplicity, we have assumed in this model that there is no additional noise generated in the process
of simplifying the message received from the CB for purposes of disseminating this to the public. In
reality, the more complex the original message communicated, the greater the likelihood of some ‘lost
in translation’ noise arising, and the even more pervasive the role of complexity.
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Appendix B Jargon Dictionary and Text Analysis

B.1 Jargon Dictionary

We construct a jargon dictionary based on A-Z lists of economics, business, and financial terms pub-
lished by the Economist, the Guardian, and Investopedia. Our dictionary contains 350 jargon terms
in total. We then manually categorise these into 10 topics. The list of terms in our dictionary, by
category, is presented Table B.1.

A8



B JARGON DICTIONARY AND TEXT ANALYSIS
M

on
et

ar
y.

P
ol

ic
y

In
fla

ti
on

O
ut

pu
t.

.P
ro

du
ct

io
n.

.a
nd

.S
up

pl
y.

si
de

P
ri

va
te

.D
em

an
d.

.C
.I
.

F
is

ca
l.P

ol
ic

y.
.in

cl
.G

.
O

pe
n.

E
co

no
m

y
La

bo
ur

F
in

an
ci

al
.M

ar
ke

ts
F
in

an
ci

al
.S

ta
bi

lit
y.

M
ac

ro
pr

ud
en

ti
al

.P
ol

ic
y

O
th

er
1

B
as

e
ra

te
C

P
I

A
ct

iv
it
y

C
ap

it
al

E
xp

en
di

tu
re

B
ud

ge
t

D
efi

ci
t

B
al

an
ce

of
pa

ym
en

ts
D

is
co

ur
ag

ed
w

or
ke

rs
30

Y
ea

r
T
re

as
ur

y
B

al
an

ce
Sh

ee
t

A
dv

er
se

Se
le

ct
io

n
2

B
as

is
po

in
t

D
em

an
d

pu
ll

in
fla

ti
on

A
gg

re
ga

te
de

m
an

d
C

on
su

m
pt

io
n

D
eb

t
M

an
ag

em
en

t
O

ffi
ce

C
ap

it
al

ac
co

un
t

E
co

no
m

ic
al

ly
in

ac
ti

ve
B

on
d

B
an

ki
ng

Sy
st

em
A

ni
m

al
sp

ir
it

s
3

D
is

co
un

t
R

at
e

D
is

in
fla

ti
on

B
oo

m
C

or
po

ra
te

s
D

M
O

C
om

m
od

it
y

cy
cl

e
Fr

ic
ti

on
al

un
em

pl
oy

m
en

t
C

ap
it

al
m

ar
ke

ts
C

ap
it

al
B

uff
er

s
A

nn
ua

le
qu

iv
al

en
t

ra
te

4
E

ffe
ct

iv
e

Lo
w

er
B

ou
nd

H
yp

er
in

fla
ti

on
B

us
in

es
s

C
yc

le
In

fr
as

tr
uc

tu
re

F
is

ca
ld

ra
g

C
om

pa
ra

ti
ve

A
dv

an
ta

ge
Fu

ll
em

pl
oy

m
en

t
C

ar
ry

tr
ad

e
C

re
di

t
A

nn
ua

lP
er

ce
nt

ag
e

R
at

e
5

E
LB

IM
F

D
em

an
d

In
ve

st
m

en
t

F
is

ca
lP

ol
ic

y
C

ur
re

nc
y

pe
g

Fu
rl

ou
gh

C
om

m
er

ci
al

pa
pe

r
C

re
di

t
cr

un
ch

A
P

R
6

In
te

re
st

on
re

se
rv

es
In

fla
ti

on
E

co
no

m
ic

G
ro

w
th

M
ar

gi
na

lp
ro

pe
ns

it
y

to
co

ns
um

e
In

co
m

e
ta

x
D

ev
al

ua
ti

on
G

ig
ec

on
om

y
C

re
di

t
D

ef
au

lt
Sw

ap
D

is
in

te
rm

ed
ia

ti
on

A
rb

it
ra

ge
7

In
te

re
st

R
at

e
In

fla
ti

on
m

ea
su

re
s

E
xc

es
s

D
em

an
d

R
ei

nv
es

tm
en

t
In

di
re

ct
ta

xa
ti

on
E

xc
ha

ng
e

R
at

e
Jo

b
R

et
en

ti
on

Sc
he

m
e

D
eb

t
R

at
io

F
in

an
ci

al
St

ab
ili

ty
C

or
on

av
ir

us
8

Lo
os

en
In

fla
ti

on
ta

rg
et

in
g

E
xc

es
s

Su
pp

ly
R

et
ai

ls
al

es
La

ffe
r

cu
rv

e
E

xp
or

ts
La

bo
ur

D
eb

t
Se

rv
ic

e
C

ov
er

ag
e

R
at

io
F
in

an
ci

al
Sy

st
em

C
ov

id
9

M
ar

ke
t

Im
pl

ie
d

In
fla

ti
on

ar
y

G
D

P
Sm

al
la

nd
M

ed
iu

m
Si

ze
d

E
nt

er
pr

is
es

M
ar

gi
na

lt
ax

ra
te

F
lo

at
in

g
ex

ch
an

ge
ra

te
La

bo
ur

m
ar

ke
t

fle
xi

bi
lit

y
D

eb
t

to
E

qu
it
y

F
ix

ed
ra

te
m

or
tg

ag
e

C
ov

id
19

10
M

on
et

ar
is

m
In

fla
ti

on
ar

y
pr

es
su

re
s

G
N

I
SM

E
N

as
h

E
qu

ili
br

iu
m

Im
po

rt
s

Lu
m

p
of

la
bo

ur
fa

lla
cy

D
er

iv
at

iv
es

F
le

xi
bl

e
m

or
tg

ag
e

C
ro

w
di

ng
ou

t
11

M
on

et
ar

y
P
ol

ic
y

P
hi

lli
ps

C
ur

ve
G

N
P

T
er

m
Fu

nd
in

g
Sc

he
m

e
N

at
io

na
ld

eb
t

Ja
pa

ne
se

Y
en

N
ai

ru
D

iv
er

si
fic

at
io

n
G

ro
ss

P
ro

fit
D

em
an

d
C

ur
ve

12
M

on
ey

su
pp

ly
P

ri
ce

el
as

ti
ci

ty
G

ro
ss

D
om

es
ti

c
P

ro
du

ct
T

F
SM

E
R

eg
re

ss
iv

e
ta

x
T
ra

da
bl

e
N

at
ur

al
ra

te
of

un
em

pl
oy

m
en

t
D

iv
id

en
d

Y
ie

ld
G

ro
ss

P
ro

fit
M

ar
gi

n
D

em
an

d
E

la
st

ic
it
y

13
M

P
C

R
efl

at
io

n
G

ro
ss

N
at

io
na

lI
nc

om
e

R
eg

re
ss

iv
e

ta
xe

s
T
ra

de
D

efi
ci

t
N

on
A

cc
el

er
at

in
g

In
fla

ti
on

R
at

e
of

U
ne

m
pl

oy
m

en
t

E
qu

it
y

In
te

re
st

on
ly

m
or

tg
ag

e
D

uo
po

ly
14

N
eg

at
iv

e
in

te
re

st
ra

te
s

R
P

I
G

ro
ss

N
at

io
na

lP
ro

du
ct

Se
ig

ni
or

ag
e

T
ra

de
Su

rp
lu

s
R

es
er

va
ti

on
w

ag
e

E
qu

it
y

de
ri

va
ti

ve
s

In
ve

st
m

en
t

ba
nk

s
E

co
no

m
et

ri
cs

15
N

om
in

al
in

te
re

st
ra

te
s

R
P

IX
In

du
st

ri
al

ou
tp

ut
T
ax

St
ru

ct
ur

al
un

em
pl

oy
m

en
t

F
in

an
ce

Le
ve

ra
ge

E
co

no
m

ie
s

of
Sc

al
e

16
O

pe
n

M
ar

ke
t

O
pe

ra
ti

on
s

St
ag

fla
ti

on
Le

an
m

an
uf

ac
tu

ri
ng

T
ax

at
io

n
U

ne
m

pl
oy

m
en

t
F
in

an
ci

al
m

ar
ke

ts
Le

ve
ra

ge
R

at
io

E
la

st
ic

it
y

17
Q

E
St

ic
ky

pr
ic

es
M

ac
ro

ec
on

om
ic

s
U

ne
m

pl
oy

m
en

t
R

at
e

F
ix

ed
In

co
m

e
Li

ab
ili

ty
E

nd
og

en
ou

s
gr

ow
th

th
eo

ry
18

Q
T

W
ag

e
pr

ic
e

sp
ir

al
M

ac
ro

ec
on

om
y

W
ag

e
pr

ic
e

sp
ir

al
F
ix

ed
In

co
m

e
Se

cu
ri

ty
Li

qu
id

as
se

t
E

qu
ili

br
iu

m
19

Q
ua

nt
it

at
iv

e
E

as
in

g
M

an
uf

ac
tu

ri
ng

ou
tp

ut
Fo

re
ig

n
di

re
ct

in
ve

st
m

en
t

Li
qu

id
it
y

E
xt

er
na

lit
y

20
Q

ua
nt

it
at

iv
e

ti
gh

te
ni

ng
M

ar
gi

na
lc

os
t

Fo
re

ig
n

ex
ch

an
ge

Li
qu

id
it
y

C
ov

er
ag

e
R

at
io

Fr
ee

ri
de

r
21

R
*

N
at

io
na

li
nc

om
e

Fo
re

ig
n

ex
ch

an
ge

m
ar

ke
t

Li
qu

id
it
y

R
at

io
G

am
e

T
he

or
y

22
R

ea
li

nt
er

es
t

ra
te

O
ut

pu
t

Fo
re

ig
n

ex
ch

an
ge

re
se

rv
es

Lo
an

to
va

lu
e

G
eo

m
et

ri
c

M
ea

n
23

R
es

er
ve

s
O

ut
pu

t
ga

p
Fo

re
x

Lo
an

T
o

V
al

ue
R

at
io

G
in

ic
oe

ffi
ci

en
t

24
T
ay

lo
r

ru
le

P
M

I
Fo

rw
ar

d
ex

ch
an

ge
ra

te
M

ac
ro

pr
ud

en
ti

al
re

gu
la

ti
on

G
in

iI
nd

ex
25

T
ig

ht
en

P
ur

ch
as

in
g

M
an

ag
er

s’
In

de
x

Fu
tu

re
s

C
ur

ve
s

M
ar

gi
n

G
ol

d
st

an
da

rd
26

Ze
ro

in
te

re
st

ra
te

s
R

ea
lG

ro
ss

D
om

es
ti

c
P

ro
du

ct
Fu

tu
re

s
P

ri
ce

s
N

et
In

co
m

e
In

du
st

ri
al

po
lic

y
27

Ze
ro

lo
w

er
bo

un
d

Sl
ac

k
G

ilt
s

N
et

O
pe

ra
ti

ng
In

co
m

e
In

eq
ua

lit
y

28
ZL

B
St

ag
na

ti
on

G
ov

er
nm

en
t

B
on

d
N

et
P

re
se

nt
V

al
ue

In
fo

rm
al

ec
on

om
y

29
Su

pp
ly

H
ed

ge
N

et
P

ro
fit

M
ar

gi
n

In
vi

si
bl

e
H

an
d

30
Su

pp
ly

sh
oc

k
H

ed
gi

ng
N

et
W

or
th

J
C

ur
ve

31
Su

pp
ly

si
de

ec
on

om
ic

s
In

ve
rt

ed
Y

ie
ld

C
ur

ve
N

on
F
in

an
ci

al
Jo

in
t

P
ro

ba
bi

lit
y

32
V

al
ue

A
dd

ed
In

ve
st

m
en

t
tr

us
t

N
on

F
in

an
ci

al
In

st
it

ut
io

n
K

ey
ne

si
an

E
co

no
m

ic
s

33
Is

su
an

ce
N

P
V

K
ni

gh
ti

an
un

ce
rt

ai
nt

y
34

Ja
pa

ne
se

G
ov

er
nm

en
t

B
on

d
R

eg
ul

at
or

y
C

ap
it

al
B

uff
er

s
K

ur
to

si
s

35
Ju

nk
B

on
d

Se
co

nd
ar

y
m

ar
ke

t
La

gg
ed

eff
ec

t
36

Li
bo

r
ra

te
Se

cu
ri

ti
es

La
gg

in
g

in
di

ca
to

rs
37

M
ar

gi
n

C
al

l
Se

cu
ri

ti
sa

ti
on

La
is

se
z

Fa
ir

e
38

M
ar

k
to

m
ar

ke
t

Se
cu

ri
ty

La
w

of
D

em
an

d
39

M
at

ur
it
y

So
lv

en
cy

R
at

io
La

w
of

Su
pp

ly
40

M
on

ey
m

ar
ke

ts
So

ve
re

ig
n

ri
sk

La
w

of
Su

pp
ly

an
d

D
em

an
d

41
O

ve
r

T
he

C
ou

nt
er

So
ve

re
ig

n
w

ea
lt

h
fu

nd
s

Le
ad

in
g

in
di

ca
to

rs
42

O
ve

r
T

he
C

ou
nt

er
M

ar
ke

t
Su

b
pr

im
e

lo
an

s
Li

fe
cy

cl
e

hy
po

th
es

is
43

P
re

se
nt

V
al

ue
Su

bp
ri

m
e

m
or

tg
ag

es
Li

qu
id

it
y

tr
ap

44
P

ri
ce

ea
rn

in
gs

ra
ti

o
Sy

st
em

at
ic

ri
sk

Lo
ss

av
er

si
on

45
P

ri
ce

to
E

ar
ni

ng
s

R
at

io
Sy

st
em

ic
ri

sk
M

ar
gi

na
lu

ti
lit

y
46

P
ri

m
ar

y
ba

la
nc

e
T
an

gi
bl

e
as

se
ts

M
ar

ke
t

fa
ilu

re
47

R
em

it
ta

nc
es

V
al

ue
at

R
is

k
M

ed
ia

n
48

R
ep

o
V

aR
M

ed
iu

m
of

ex
ch

an
ge

49
R

ep
ur

ch
as

e
ag

re
em

en
t

V
A

R
M

ic
ro

ec
on

om
ic

s
50

R
is

k
ad

ju
st

ed
re

tu
rn

V
ar

ia
bl

e
ra

te
m

or
tg

ag
e

M
ilt

on
Fr

ie
dm

an
51

R
is

k
fr

ee
re

tu
rn

V
ol

ck
er

R
ul

e
M

in
sk

y
m

om
en

t
52

R
is

k
pr

em
iu

m
W

or
ki

ng
C

ap
it

al
M

od
el

s
53

S
P

50
0

M
on

ey
ill

us
io

n
54

Sh
ar

e
in

de
x

M
on

op
ol

is
ti

c
C

om
pe

ti
ti

on
55

Sh
ar

e
op

ti
on

s
M

or
al

ha
za

rd
56

So
ni

a
M

ul
ti

pl
ie

r
eff

ec
t

57
Sp

ot
m

ar
ke

t
N

om
in

al
58

Sp
ot

pr
ic

e
N

or
m

al
D

is
tr

ib
ut

io
n

59
Sp

re
ad

N
ul

lH
yp

ot
he

si
s

60
St

an
da

rd
P
oo

r’
s

50
0

O
ffi

ce
fo

r
N

at
io

na
lS

ta
ti

st
ic

s
61

Sw
ap

s
O

ffi
ce

of
Fa

ir
T
ra

di
ng

62
T

B
ill

s
O

F
T

63
T
re

as
ur

y
O

N
S

64
T
re

as
ur

y
B

ill
s

O
pp

or
tu

ni
ty

C
os

t
65

T
re

as
ur

y
bo

nd
s

O
pt

im
al

cu
rr

en
cy

ar
ea

66
T
re

as
ur

y
In

fla
ti

on
P

ro
te

ct
ed

Se
cu

ri
ty

P
re

ca
ut

io
na

ry
m

ot
iv

e
67

V
IX

P
ub

lic
go

od
s

68
V

IX
C

B
O

E
R

Sq
ua

re
d

69
Y

ie
ld

R
ea

lt
er

m
s

70
Y

ie
ld

B
as

is
R

ea
lt

im
e

in
di

ca
to

rs
71

Y
ie

ld
C

ur
ve

R
ea

lv
al

ue
s

72
Y

ie
ld

Sp
re

ad
R

eg
re

ss
io

n
73

Y
ie

ld
to

M
at

ur
it
y

R
ic

ar
di

an
eq

ui
va

le
nc

e
74

Ze
ro

co
up

on
bo

nd
R

is
k

av
er

se
75

Ze
ro

C
ou

po
n

In
fla

ti
on

Sw
ap

Sa
y’

s
la

w
76

Se
as

on
al

ad
ju

st
m

en
t

77
St

an
da

rd
D

ev
ia

ti
on

78
St

ru
ct

ur
al

ad
ju

st
m

en
t

79
Su

bs
ti

tu
ti

on
eff

ec
t

80
Su

nk
co

st
s

81
Su

pp
ly

C
ur

ve
82

T
T
es

t
83

T
ec

hn
ic

al
A

na
ly

si
s

84
V

ol
um

e
85

W
ho

le
sa

le
86

Z
Sc

or
e

A9



B JARGON DICTIONARY AND TEXT ANALYSIS

B.2 Text Mining

In this section, we explain the specific methods that we used to mine the text from each of the BoE’s
Monetary Policy Report, Monetary Policy Summary, and Visual Summary publications. The benefit
of doing so is that future work might be able to replicate these methods. In addition, this is a fairly
arduous task and future research may benefit from a discussion of the methods used to go alongside
the code that we will make available.

The Monetary Policy Report (MPR) and Monetary Policy Summaries (MPS) are each found within a
single PDF document, whilst the Visual Summary (VS) is available on a BoE web page. Each require
different methods to correctly mine the text. We start with the methods used to mine the MPR and
MPS text, before subsequently describing that used for the VS.

B.2.1 Monetary Policy Report and Monetary Policy Summary

The first step to mining text is to import text in its raw form. The text for the BoE’s Monetary Policy
Reports (or ‘Inflation Report’, up to 2019) and Monetary Policy Summaries are available to download
from the quarterly Monetary Policy Report PDF. Raw text imported from a PDF document does not
distinguish between text that is within graphs, tables, charts and figures from that that actually makes
up the main text. Only the latter is desired. This poses a challenge because, up until 2019 Q3, the
structure of the MPR is such that each page of the PDF is split into two columns. On the left hand
side (LHS) of each page are the graphs, tables, charts and figures, whilst the main text is located
on the right hand side (RHS). Unfortunately, importing the raw PDF text combines the graph/chart
text on a line on the LHS with the main text on the same line on the RHS. That is, each raw text
line/string is made up of the LHS graph text transitioning seamlessly into the RHS main text. Thus,
one major challenge of scraping the document for the relevant main text is distinguishing between the
LHS and the RHS text.

In addition, the structure of the text within each document is fairly inconsistent. Specifically, a major
challenge is to differentiate between different types of pages, each requiring a different scraper to mine
the raw text cleanly. Up to Q3 2019 there are five primary different types of page within each MPR
PDF that have to be distinguished between.43

1. Title, Contents, Index, and Glossary pages

2. Monetary Policy Summary (MPS) pages

3. MPR ‘main’ text pages

4. MPR Box text pages

5. MPR ‘main’ text and Box text combined pages (only present pre-February 2019)44

Having downloaded the PDF and imported the raw text into the software used to mine the text (in R),
the first task is to split the document text into more manageable chunks, for instance, by page. For the
purposes of this analysis, we remove the title, contents, index and glossary pages from each document,
focusing on the text for each of the MPS, MPR ‘main’ text and MPR Box text pages respectively. we
now discuss the methods used to mine each of these types of pages. Figures 9, 10, 11, and 12 show
examples of each type of page as well as a snapshot of the cleaned text version of that page from the
set of text data constructed.

MPS Text Cleaning
We identify a page as being the first page of the MPS if: the second line on the page contains Monetary

43There has been a structural change in the, renamed, ‘Monetary Policy Report’ in 2019 Q4 which we discuss later
on.

44Henceforth, we drop the single inverted comma when referring to ‘main’ text pages.
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Policy Summary (lower case pre-Q4 2015); or if the subsequent page is not a Section Title MPR main
text page. Unlike MPR main text pages, the MPS text is not split into two columns and contains no
graphs, figures, charts or tables and so is relatively straightforward to mine. We omit the title of the
MPS from the text string itself across each document, as we also do for the MPR text pages and VS
documents.

MPR Main Text Page Cleaning
An MPR main text page is identified as any page that contains any one of the following: a section title;
an MPR main text specific chart, table or figure; no MPR Box text specific chart, table or figure; or
5 or more strings in a row that begin with more than one space character (indicating a LHS and RHS
column split specific to MPR ‘main’ text pages). Within each MPR main text page there are a number
of further distinctions to be made between different types of pages: section title pages, non-section
title pages and pages solely containing a full page table or chart. The latter we remove. Section title
pages contain the following: the section title in the second line (sometimes extending to the third), a
summary paragraph (sometimes in bullet point format) which spans the width of the page, followed
by the bulk of the text which is then split into the LHS and RHS columns. we identify the location
of the final line of the summary paragraph, splitting the subsequent lines on the page into a LHS and
RHS. In order to be able split lines to reflect the break between the LHS and RHS columns one must
first identify the length of the LHS string. This is done by identifying the location of the last character
preceding a set of at least 15 space characters. This set of at least 15 space characters represents the
break between the LHS and RHS column. The length of the LHS column is different on each page so
this process must be characterised generally to work for all pages.

We have kept only the narrative text where possible. Thus, we discard each of the following: text
on the LHS column of each page (associated with charts, tables, graphs or figures, headers at the top
of each page, footnotes at the bottom of each page and sources. We also remove the actual section
title and subsection titles from the text string. We do this for consistency with previous sets of such
text data (Haldane and McMahon, 2018). In addition, we remove the bullet points from each of the
section ‘summaries’ and add full stops at the end of each to ensure that they are regarded as separate
sentences when it comes to applying the measures of linguistic complexity.

MPR Box Text Page Cleaning
Firstly, we identify a Box page as any page that contains: box specific charts, tables, figures, or graphs
(these have a slightly different title structure to those in the main text pages); or a lines containing a
‘?’ (subheadings phrased as questions are unique to boxes). Similarly to the main text pages, the Box
text pages are split into a LHS and RHS column. we identify the length of the LHS string for each Box
page using the same method as above. Unlike main text pages, however, there is no such systematic
split of charts and figures on the LHS and text on the RHS. Instead, charts, figures, and text are all
intermingled. Hence, for each box page we separate the chart, figure and table lines from the text by
identifying and removing lines that contain the following: box specific chart, figure, graph or table title
and all of the subsequent 5 lines, begin with more than 2 space characters, begin with ‘Source’ and all
of the subsequent 4 lines, begin with ‘(X)’ where X is a number (reflecting a specific source is being
given for that chart, table graph or figure), or begin with ‘Key Judgment’. Similarly to the main text
pages, we remove the title of the Box, again consistent with previous work by Haldane & McMahon
(2018), and also remove any footers at the bottom of the RHS. This leaves just the Box text of interest.

Mixed MPR main and Box Text Page Cleaning
Up to the Q1 2019 MPR, Boxes are not exclusively confined to their own pages and no longer located
exclusively at the end of a section. Instead, they are commonly intermingled with ‘main’ text appearing
in the middle of a section as opposed to the end. We identify a page as being a mixed MPR main and
Box text page if it contains any of the following: both a main page specific and a Box page specific
chart, table, figure or graph; or any of the other conditions unique to both main and Box text pages
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respectively.

One then needs to separate the Box text from the main text and and run the appropriate code (de-
scribed above) on the respective sections of the page. Thankfully, Box text always comes at the top
of the page with the ‘main’ text below it. Thus, one can identify the first line of the main text by
identifying the first line on the page to contain either: a ‘main’ text specific chart, table, graph or
figure; or at least 3 consecutive lines of no text on the LHS column. Having identified where the Box
ends and the ’main’ text begins one can direct the different sections to the relevant parts of the code
that scrape that style of page.

Looped script for all documents
Having tailored our code to correctly scrape each page for all the different possible formats of text
structure of the MPR publications, we loop this code to run on all pages of each MPR document from
Q3 2015 to Q3 2019. The above methods are exhaustive and work for every page in every document
during this time period.

There was a systematic change in the text structure of the MPR in Q4 2019. Specifically, the document
no longer splits main and Box text pages into a LHS and RHS column. This makes the document
substantially more simple to mine for the relevant text data, but requires a different scraper to do so.
Hence, Q4 2019 onwards, we use a slightly modified algorithm to mine the text. However, we have
made this as general as possible and will be replicable for future Monetary Policy Reports, absent any
further significant structural changes.

All of this text data has been saved in a single data frame, readily available for future analysis.

Novel Data Set
Having mined the relevant text from the MPR publications as described above, we have collated this
data into a single data frame. This data frame contains separate columns for each of: MPR main
text, MPR Box text, and MPS text. This segmentation allows for analysis to be conducted on each
either separately or jointly however is preferred. Specifically, each cell within any one of the columns
stated above contains a page of text in a single character string. Columns stating the document, page
number, section, subsection, or box to which this text data belongs run alongside the cells containing
the text data for chronological purposes.

B.2.2 Visual Summaries

The Visual Summary text is significantly more straight forward to scrape. The Visual Summaries are
each available on a URL web page, as opposed to solely in PDF form as is the case for the Inflation
Reports. Using the in-built Google Chrome tool ‘Selector Gadget’ one can select the sections of the
web page containing the relevant text to import. Thus, by the time the raw text has been imported into
R, it is fairly clean already. The relevant text that we restrict our analysis to is: the interest rate rise,
the four key summary points at the top of the page, the subsequent sub-headings and corresponding
text. That is, we omit chart text, chart titles, related links, sources and the title (for consistency with
the MPS and MPR text data).

The text data for the Visual Summaries lies in a separate data frame, with each cell in the text column
containing all of the (cleaned) text from a single VS page in a single character string. Figure 13 shows
an example of a VS page and the text mined from it.
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(i) Example: MPS page from 2019 Q3

(ii) Snapshot of Cleaned MPS Text

Figure 9: Monetary Policy Summary example page and cleaned text data
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(i) Example: An MPR main text page from 2019 Q3

(ii) Snapshot of cleaned MPR text

Figure 10: Monetary Policy Report main text example page and cleaned text data
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(i) Example: Box 2 page from the 2019 Q3 MPR

(ii) Snapshot of cleaned Box text

Figure 11: Example of Monetary Policy Report Box text page and cleaned text data
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(i) Example: Page with Box 1 and main text from 2018 Q2 MPR

(ii) Snapshot of cleaned MPR main and Box text

Figure 12: Example of Monetary Policy Report combined ‘main’ and Box text page and cleaned text
data
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(i) Example: A section of the 2019 Q3 VS

(ii) Snapshot of cleaned VS text

Figure 13: Example of Visual Summary page and cleaned text data
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B.2.3 Summary Statistics for BoE Publications

Table 4: Summary statistics of the linguistic complexity measures

Linguistic Complexity Measure Type* Obs Mean Std.
Dev

Min Max

MPR 71 20,730 2,273 15,963 27,336
Word Count† MPS 32 997 226 618 1,474

VS 23 950 258 566 1,558
MPR 71 12.67 1.30 9.93 15.22

Flesch-Kincaid MPS 32 13.31 0.89 11.84 15.46
VS 23 6.30 0.88 4.79 8.62
MPR 71 5.56 0.44 4.45 6.27

Proportion of Jargon (%) MPS 32 8.95 1.12 6.68 10.68
VS 23 5.82 1.08 3.89 8.48
MPR 71 17.64 2.44 12.67 23.98

Conceptual Complexity Index (CCI) (%) MPS 32 26.44 3.52 19.21 34.46
VS 23 9.76 2.06 5.56 13.56

*Type represents Bank of England Publication Type. † Statistics reported to 0 decimal
places. The remaining statistics are reported to 2 decimal places.
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B.2.4 Word Cloud for MPR

Figure 14: Word Cloud for MPR (2005-2023)

Note: This figure presents word clouds based on the full corpus of text in the MP Report 2005-2023. The size of each
word reflects the number of instances that it was referenced in each document across the respective periods. Blue words
are ‘jargon’ terms. The ‘stem’ of the word is reported in these clouds, rather than the full word, such that, for instance,
words like ‘committee’ and ‘committees’ are identified as the same term.
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Appendix C Further results

C.1 Discussion

Table 5 reports across our baseline variables of interest, for ‘broadly’ defined complexity, as referenced
in Section 5.1. We see that ‘High’ complexity reduces respondents’ ‘perceived’ and ‘actual’ understand-
ing, and sentiments towards the CB, when controlling for the ‘restricted’ set of demographic controls
and pre-treatment level of informedness. These results are statistically significant at the 1% level.
These results remain unchanged using the more ‘extensive’ set of controls used in Tables 6 and 7, but
we do not report these results.

Table 6 reports results based on an ‘extensive’ set of controls. Using this set of controls, rather than the
‘restricted’ set reported in Table 2 of Section 5.2, the number of observations falls from 1,859 to 1,454,
due to missing observations across these variables. Column (1) reports the results for respondents’
‘perceived’ understanding. The results are unchanged from the baseline specification. Columns (2)-(4)
report the results across the variables capturing ‘actual’ understanding, that were also reported in the
baseline table. The results are similarly unchanged. Columns (5)-(7) report additional results to ques-
tions also relating to respondents’ ‘actual’ understanding as well as broader economic intuition, having
read the reports. These relate to Q31.a., Q34, and Qs 36-37. in the survey, which are specified below.
Finally, columns (8)-(10) report results related to questions about expectations for the evolution of
the hypothetical economy. These are referenced in Section 5.2, with columns (9) and (10) indicating a
potential ‘goldilocks’ level of conceptual complexity for these types of question, where understanding
increases when treated with a report of ‘Medium’, rather than ‘Low’ conceptual complexity, but then
falls again at ‘High’. These results relate to Q31.b. (specified below), Q32.a. (specified in section 4.2),
and Q35.a. (specified below).

Table 7 reports results based on an ‘extensive’ set of controls. Using this set of controls, rather than
the ‘restricted’ set reported in Table 2 of Section 5.2, the number of observations falls from 1,859 to
1,454, due to missing observations across these variables. Columns (1)-(3) report the results for the
same variables capturing respondents’ ‘sentiments’ towards the BoE, as reported in columns (5)-(7) in
Table 2 of Section 5.2. The results are unchanged from the baseline specification. Columns (4) and
(5) report the results across additional variables, also capturing ‘sentiment’, based on Q43 and Q44
(specified below), relating to the degree to which respondents wish to receive more updates from the
BoE, and wished to participate in future CB comms surveys. The precise questions asked are specified
below. While the coefficients on the High Conceptual complexity dummy remain negative, they are
not statistically significant in these specifications.

C.2 Questions relating to additional results

The questions underlying columns (1)-(4) of Table 6 and columns (1)-(3) of Table 7 are specified in
Sections 4.2 and 5. We here specify the questions relating to the additional results reported in Tables
6 and 7.

Column (5) of Table 6:
Q31.a. ‘What is the current rate of GDP growth in the hypothetical economy described? Please answer
with a percentage between 0 and 100.’
The growth rate in the hypothetical economy was 1.6%. We consider ‘correct’ responses to be in the
range of 0% and 3%.

Column (6) of Table 6:
Q34. ‘Suppose that the hypothetical economy were hit by another recession. Would you expect official
interest rates set by policy makers to (select one): Rise, fall, or stay the same? ’.
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We consider ‘correct’ responses as being ‘fall’.45

Column (7) of Table 6:
Q36. ‘Suppose that you lived in this hypothetical economy and were thinking about saving money. Un-
der which of the following official interest rates would you be likely to do so? Please rank the following
options in order of least likely (1) to most likely (5). (e.g. if you are more likely to save money when
interest rates are in one range than in another, then score the former more highly than the latter).’
‘Less than 0% ’, ‘between 0% and 4% ’, ‘between 4% and 8% ’, ‘between 8% and 12% ’, ‘greater than 12% ’

and

Q37. ‘Suppose that you lived in this hypothetical economy and were thinking about taking out a loan
(borrowing money) in order to buy a house or purchase some expensive good. Under which of the
following official interest rates would you be most likely to do so? Please rank the following options in
order of least likely (1) to most likely (5). (e.g. if you are more likely to borrow money when interest
rates are in one range than in another, then score the former more highly than the latter).’ ‘Less than
0% ’, ‘between 0% and 4% ’, ‘between 4% and 8% ’, ‘between 8% and 12% ’, ‘greater than 12% ’
We consider ‘correct’ responses to be increasing in likelihood for Q36 and decreasing in likelihood for
Q37.

Column (8) of Table 6:
Q31.b. ‘ In this question you will be asked about the probability (percentage chance) of something
happening. The percentage chance must be a number between 0 and 100 and the sum of your answers
must add up to 100. Based on your reading, what do you think is the probability that the rate of
GDP growth of the hypothetical economy in the coming years will be in each of the following intervals:’
‘Less than 1% ’, ‘between 1% and 3% ’, ‘between 3% and 5% ’, ‘between 5% and 10% ’, ‘greater than 10% ’

Column (10) of Table 6:
Q35.a. ‘ What do you think is the probability that the official interest rate in the hypothetical economy
will be in each of the following intervals over the next few years? ’ ‘Less than 1% ’, ‘between 1% and
3% ’, ‘between 3% and 5% ’, ‘between 5% and 10% ’, ‘greater than 10% ’

Column (4) of Table 7:
Q43. Would you be interested in signing up to receive a regular email update of the sort of economic
information presented above?

Column (5) of Table 7:
Q44. Would you be interested in taking part in further studies involving central bank communications
such as this?

45Perhaps one reason for the lack of statistical significance in relation to this question is that we do not specify
whether the recession is a product of a demand or supply shock, which may add ambiguity as to which option is cor-
rect.

A21



C FURTHER RESULTS

Table 5: Baseline Results for broadly defined complexity

Perceived Actual Understanding Sentiments towards CB

Understanding Inf(t) Int.Rate(t) Exp Pay Trust Attention BoE Role

(1) (2) (3) (4) (5) (6) (7)

Medium Complexity −0.058 −0.032 −0.004 −0.027 −0.033 −0.025 −0.017
(0.051) (0.026) (0.026) (0.025) (0.048) (0.059) (0.056)

High Complexity −0.831∗∗∗ −0.107∗∗∗ −0.224∗∗∗ −0.230∗∗∗ −0.224∗∗∗ −0.392∗∗∗ −0.494∗∗∗

(0.058) (0.029) (0.029) (0.029) (0.055) (0.066) (0.063)

UK Country of Birth 0.073 −0.006 0.011 −0.024 −0.048 −0.211∗∗∗ −0.027
(0.056) (0.028) (0.029) (0.028) (0.054) (0.065) (0.062)

Econ at Uni 0.483∗∗∗ −0.030 0.021 −0.048∗ 0.133∗∗∗ 0.210∗∗∗ 0.266∗∗∗

(0.049) (0.025) (0.025) (0.024) (0.047) (0.057) (0.054)

Pre-anchored Exps 0.592∗∗∗ 0.226∗∗∗ 0.200∗∗∗ 0.094∗∗∗ 0.211∗∗∗ 0.155∗∗∗ 0.360∗∗∗

(0.044) (0.022) (0.023) (0.022) (0.042) (0.051) (0.049)

Constant 2.616∗∗∗ 0.342∗∗∗ 0.466∗∗∗ 0.685∗∗∗ 1.775∗∗∗ 2.299∗∗∗ 1.873∗∗∗

(0.064) (0.032) (0.032) (0.032) (0.061) (0.074) (0.070)

Sample Full Full Full Full Full Full Full
Demographic Controls Restricted Restricted Restricted Restricted Restricted Restricted Restricted
Observations 1,859 1,859 1,859 1,859 1,856 1,857 1,859
R2 0.237 0.059 0.078 0.049 0.031 0.046 0.085

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 6: Understanding - Full Set of Results

Perceived Actual Understanding

Understanding Inflation(t) Int.Rate(t) Pay GDP(t) Int.Rate Response Save/Borrow prefs Exp. GDP(t+1) Exp.Infl(t+1) Exp.Int.Rate(t+1)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Conceptual
Medium −0.039 −0.036 0.035 0.001 0.001 0.045 0.022 0.032 0.083∗∗∗ 0.052∗

(0.056) (0.030) (0.030) (0.030) (0.020) (0.028) (0.031) (0.031) (0.031) (0.028)

High −0.861∗∗∗ −0.108∗∗ −0.192∗∗∗ −0.120∗∗∗ −0.025 −0.048 −0.051 0.042 0.033 0.069
(0.085) (0.046) (0.046) (0.046) (0.031) (0.043) (0.048) (0.047) (0.047) (0.043)

Semantic
Medium 0.014 −0.048 −0.002 −0.055∗ 0.015 −0.022 −0.023 −0.014 −0.053∗ −0.044

(0.057) (0.031) (0.031) (0.030) (0.020) (0.028) (0.032) (0.031) (0.031) (0.029)

High 0.012 0.027 0.014 −0.151∗∗∗ 0.054 −0.004 0.060 −0.035 −0.043 −0.079
(0.107) (0.058) (0.058) (0.058) (0.039) (0.054) (0.061) (0.060) (0.059) (0.055)

Controls
UK Country of Birth 0.028 0.003 −0.029 −0.025 0.027 −0.007 0.151∗∗∗ 0.021 −0.034 0.039

(0.065) (0.035) (0.035) (0.035) (0.023) (0.033) (0.037) (0.036) (0.036) (0.033)

Econ at Uni 0.282∗∗∗ −0.050 −0.020 −0.062∗∗ −0.009 −0.072∗∗ −0.023 0.017 0.003 0.003
(0.056) (0.030) (0.030) (0.030) (0.020) (0.028) (0.032) (0.031) (0.031) (0.028)

Pre-anchored Exps 0.369∗∗∗ 0.211∗∗∗ 0.122∗∗∗ 0.076∗∗∗ 0.075∗∗∗ 0.066∗∗∗ 0.124∗∗∗ 0.168∗∗∗ 0.182∗∗∗ 0.203∗∗∗

(0.051) (0.028) (0.027) (0.027) (0.018) (0.025) (0.029) (0.028) (0.028) (0.026)

Male 0.372∗∗∗ 0.016 0.050∗∗∗ 0.030∗ 0.003 0.004 −0.014 0.008 −0.007 0.012
(0.031) (0.017) (0.017) (0.017) (0.011) (0.015) (0.017) (0.017) (0.017) (0.016)

Age 0.127∗∗ 0.032 0.057∗∗ −0.021 0.012 0.041 −0.060∗∗ 0.043 0.011 0.015
(0.050) (0.027) (0.027) (0.027) (0.018) (0.025) (0.028) (0.028) (0.027) (0.025)

Income −0.003 −0.001 0.002∗ −0.002 0.0003 0.002∗ −0.0002 0.0002 0.0004 0.001
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Education 0.084∗∗∗ 0.004 0.008 0.007 0.004 0.007 −0.015 0.010 −0.013 −0.012
(0.024) (0.013) (0.013) (0.013) (0.009) (0.012) (0.014) (0.013) (0.013) (0.012)

Keep up with economy 0.012 −0.001 −0.002 0.001 −0.007 0.021∗∗ 0.021∗∗ −0.016 0.004 0.011
(0.018) (0.010) (0.010) (0.010) (0.007) (0.009) (0.010) (0.010) (0.010) (0.009)

Know who sets rates 0.164∗∗∗ 0.085∗∗∗ 0.142∗∗∗ 0.043 0.017 0.061∗∗ 0.044 0.067∗∗ 0.100∗∗∗ 0.094∗∗∗

(0.052) (0.028) (0.028) (0.028) (0.019) (0.026) (0.030) (0.029) (0.029) (0.027)

Constant 1.885∗∗∗ 0.323∗∗∗ 0.272∗∗∗ 0.677∗∗∗ 0.818∗∗∗ 0.488∗∗∗ 0.259∗∗∗ 0.450∗∗∗ 0.457∗∗∗ 0.417∗∗∗

(0.129) (0.070) (0.070) (0.070) (0.047) (0.065) (0.073) (0.072) (0.071) (0.066)

Sample Full Full Full Full Full Full Full Full Full Full
Demographic Controls Extensive Extensive Extensive Extensive Extensive Extensive Extensive Extensive Extensive Extensive
Observations 1,454 1,454 1,454 1,454 1,454 1,454 1,454 1,454 1,454 1,454
R2 0.354 0.079 0.117 0.055 0.023 0.041 0.038 0.054 0.064 0.091

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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C FURTHER RESULTS

Table 7: Sentiments - Full set of Results

Sentiments

Trust Attention BoE Role More updates Future Comms

(1) (2) (3) (4) (5)

Conceptual
Medium −0.048 −0.052 −0.104 0.023 0.030

(0.056) (0.067) (0.064) (0.027) (0.022)

High −0.175∗∗ −0.377∗∗∗ −0.578∗∗∗ −0.021 −0.038
(0.086) (0.102) (0.097) (0.042) (0.034)

Semantic
Medium 0.017 −0.012 0.060 −0.034 −0.024

(0.057) (0.068) (0.065) (0.028) (0.022)

High −0.046 −0.120 0.047 −0.094∗ 0.013
(0.109) (0.129) (0.123) (0.053) (0.042)

Controls
UK Country of Birth −0.161∗∗ −0.234∗∗∗ −0.080 −0.107∗∗∗ 0.038

(0.066) (0.078) (0.074) (0.032) (0.026)

Econ at Uni 0.015 0.101 0.152∗∗ 0.121∗∗∗ 0.040∗

(0.056) (0.067) (0.064) (0.028) (0.022)

Pre-anchored Exps 0.086∗ 0.007 0.215∗∗∗ 0.046∗ 0.043∗∗

(0.051) (0.061) (0.058) (0.025) (0.020)

Male 0.058 −0.043 0.179∗∗∗ 0.053∗∗ 0.027
(0.051) (0.060) (0.057) (0.025) (0.020)

Age 0.005∗∗ −0.002 −0.004 0.002∗∗ 0.001
(0.002) (0.002) (0.002) (0.001) (0.001)

Income 0.039 −0.028 0.037 0.025∗∗ 0.018∗

(0.025) (0.029) (0.028) (0.012) (0.010)

Education −0.027 −0.006 −0.030 0.007 0.005
(0.018) (0.022) (0.021) (0.009) (0.007)

Keep up with economy 0.162∗∗∗ 0.412∗∗∗ 0.259∗∗∗ 0.105∗∗∗ 0.046∗∗∗

(0.031) (0.037) (0.035) (0.015) (0.012)

Know who sets rates 0.029 −0.051 0.103∗ 0.071∗∗∗ 0.050∗∗

(0.053) (0.063) (0.060) (0.026) (0.021)

Constant 1.532∗∗∗ 1.979∗∗∗ 1.697∗∗∗ −0.021 0.590∗∗∗

(0.131) (0.154) (0.148) (0.064) (0.051)

Sample Full Full Full Full Full
Demographic Controls Extensive Extensive Extensive Extensive Extensive
Observations 1,451 1,452 1,454 1,454 1,454
R2 0.064 0.127 0.145 0.147 0.067

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Appendix D Survey Treatments: CB reports from a hypothetical
economy

Figure 15: Text 1: Low Semantic, Low Conceptual Complexity
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Figure 16: Text 2: Medium Semantic, Low Conceptual Complexity
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Figure 17: Text 3: Low Semantic, Medium Conceptual Complexity
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Figure 18: Text 4: Medium Semantic, Medium Conceptual Complexity
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Figure 19: Text 5: Medium Semantic, High Conceptual Complexity
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Figure 20: Text 6: High Semantic, High Conceptual Complexity
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